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Executive Summary

Data scientists are constantly searching for newer techniques and methodologies that can unlock the value of big
data and distill this data further to identify additional insights which could transform productivity and provide
business differentiation.

One such area is Artificial Intelligence/Machine Learning (Al/ML), which has seen tremendous development with
bringing in new frameworks and new forms of compute (CPU, GPU and FPGA) to work on data to provide key
insights. While data lakes have historically been data intensive workloads, these advancements in technologies
have led to a new growing demand of compute intensive workloads to operate on the same data.

While data scientists want to be able to use the latest and greatest advancements in Al/ML software and hardware
technologies on their datasets, the IT team is also constantly looking at enabling these data scientists to be able to
provide such a platform to a data lake. This has led to architecturally siloed implementations. When data, which is
ingested, worked, and processed in a data lake, needs to be further operated by Al/ML frameworks, it often
leaves the platform and must be on-boarded to a different platform to be processed. This would be fine if this
demand is seen only on a small percentage of workloads. However, Al/ML workloads working closely on the data
in a data lake are seeing an increase in adoption. For instance, data lakes in customer environment are seeing
deluge of data from new use cases such as loT, autonomous driving, smart cities, genomics and financials, who
are all seeing more and more demand of Al/ML processing of this data.

IT is demanding newer solutions to enable data scientists to operate on both a data lake and an Al/ML platform (or
a compute farm) without worrying about the underlying infrastructure. IT also needs this to seamlessly grow to
cloud scale while reducing the TCO of this infrastructure and without affecting utilization. Thus, driving a need to
plan a data lake along with an AlI/ML platform in a systemic fashion.

Seeing this increasing demand by IT, and also envisioning this as a natural extension of a data lake, we announced
the Cisco Data Intelligence Platform. Cisco Data Intelligence Platform is discussed in detail here.

This CVD implements Cisco Data Intelligence Platform on Cisco UCS with Cloudera Data Platform Data Center
(CDP DC). CDP DC is an on-premises version of CDP. This new product combines the best of both worlds, such
as Cloudera Enterprise Data Hub and Hortonworks Data Platform Enterprise along with new features and
enhancements across the stack. This unified distribution is a scalable and customizable platform where you can
securely run many types of workloads.

Furthermore, this CVD with CDP DC sets the foundation for CDP private cloud which offers cloud-like user
experience with self-service portal where users can efficiently find, curate, and share data, enabling access to
trusted data and analytics.

This solution offers cohesive platform for both IT and data scientists by providing a scalable infrastructure for IT
while also providing application platform for data scientists.


https://blogs.cisco.com/datacenter/announcing-cisco-data-intelligence-platform
https://www.cisco.com/c/dam/en/us/products/servers-unified-computing/ucs-c-series-rack-servers/solution-overview-c22-742432.pdf
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Introduction

Both Big Data and machine learning technology have progressed to the point where they are being implemented
in production systems running 24x7. There exists a very clear need for a proven, dependable, high-performance
platform for the ingestion, processing, storage and analysis of the data, as well as the seamless dissemination of
the output, results and insights of the analysis.

This solution implements Cloudera Data Platform Data Center (CDP DC) on Cisco UCS Integrated Infrastructure for
Big Data and Analytics based on Cisco Data Intelligence Platform (CDIP) architecture, a world-class platform
specifically designed for demanding workloads that is both easy to scale and easy to manage, even as the
requirements grow to thousands of servers and petabytes of storage.

Many companies, recognizing the immense potential of big data and machine learning technology, are gearing up
to leverage these new capabilities, building out departments and increasing hiring. However, these efforts face a
new set of challenges:

e Making the data available to the diverse set of people who need it

e Enabling access to high-performance computing resources, GPUs, that also scale with the data growth
e Allowing people to work with the data using the environments in which they are familiar

e Publishing their results so the organization can make use of it

¢ Enabling the automated production of those results

e Managing the data for compliance and governance

e Scaling the system as the data grows

e Managing and administering the system in an efficient, cost-effective way

This solution is based on the Cisco UCS Integrated Infrastructure for Big Data and Analytics and includes
computing, storage, connectivity, and unified management capabilities to help companies manage the immense
amount of data being collected. It is built on Cisco Unified Computing System (Cisco UCS) infrastructure, using
Cisco UCS 6332 Series Fabric Interconnects, and Cisco UCS C-Series Rack Servers. This architecture is
specifically designed for performance and linear scalability for big data and machine learning workload.

Audience

The intended audience of this document includes sales engineers, field consultants, professional services, IT
managers, partner engineering and customers who want to deploy the Cloudera Data Platform Data Center on the
Cisco UCS Integrated Infrastructure for Big Data and Analytics (Cisco UCS M5 Rack Mount servers).

Purpose of this Document

This document describes the architecture, design choices, and deployment procedures for Cisco Data Intelligence
Platform using Cloudera Data Platform DC on Cisco UCS C240 M5.
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This document also serves as a step-by-step guide on how to deploy CDP DC on 28 node cluster of Cisco UCS
C240 M5 Rack Server.

\What’s New in this Release?

This solution extends the portfolio of Cisco Data Intelligence Platform (CDIP) architecture with Cloudera Data
Platform Data Center, a state-of-the-art platform, providing a data cloud for demanding workloads that is easy to
deploy, scale and manage. Furthermore, as the enterprise’s requirements and needs changes overtime, the
platform can grow to thousands of servers, hence providing peta bytes of storage.

The following design consideration will be implemented in this validated design:

e Data Lake with Cloudera Data Platform Datacenter on Cisco UCS Integrated Infrastructure for Big Data and
Analytics

o (isco Intersight

\What’s Next?

This CVD showcases Cisco UCS Manager (UCSM). This solution can also be deployed using Cisco Intersight.
Additional Cisco UCS features will be added to the Appendix in the following months. Some of these include the
following:

e Cloudera Data Platform Private Cloud
e Apache Ozone - Object Storage
e A fully integrated CDP on CDIP with
— Data lake enabled through CDP DC
— Al/ML enabled through CDP Private Cloud

— Exabyte storage enabled through Apache Ozone

Solution Summary

This CVD details the process of installing Cloudera Data Platform Data Center and the configuration details of the
cluster. The current version of Cisco UCS Integrated Infrastructure for Big Data and Analytics offers the following
configurations depending on the compute and storage requirements.

Cisco Data Intelligence Platform

Cisco Data Intelligence Platform (CDIP) is a cloud scale architecture which brings together big data, Al/compute
farm, and storage tiers to work together as a single entity while also being able to scale independently to address
the IT issues in the modern data center. This architecture allows for:

e Extremely fast data ingest, and data engineering done at the data lake

e Al compute farm allowing for different types of Al frameworks and compute types (GPU, CPU, FPGA) to
work on this data for further analytics

e A storage tier, allowing to gradually retire data which has been worked on to a storage dense system with a
lower S/TB providing a better TCO
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e Seamlessly scale the architecture to thousands of nodes with a single pane of glass management using
Cisco Application Centric Infrastructure (ACI)

Cisco Data Intelligence Platform caters to the evolving architecture bringing together a fully scalable infrastructure
with centralized management and fully supported software stack (in partnership with industry leaders in the space)
to each of these three independently scalable components of the architecture including data lake, Al/ML and
Object stores.

Figure 1 Cisco Data Intelligent Platform

Al / Compute Strategy

(Kubernetes, Containers, CPU/GPU/FPGA)

Data Anywhere Strategy

Blg Data Strategy (Tiered Storage, Object Storage, NFS, Cl)
(Data Lake/Hadoop)

Cisco has developed numerous industry leading Cisco Validated Designs (reference architectures) in the area of
Big Data (CVDs with Cloudera, Hortonworks and MapR), compute farm with Kubernetes (CVD with RedHat
OpenShift) and Object store (Scality, SwiftStack, Cloudian, and others).

This Cisco Data Intelligence Platform can be deployed in these variants:

e CDIP with Cloudera with Data Science Workbench (powered by Kubernetes) and Tiered Storage with
Hadoop

e CDIP with Hortonworks with Apache Hadoop 3.1 and Data Science Workbench (powered by Kubernetes)
and Tiered Storage with Hadoop
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Figure 2  Cisco Data Intelligence Platform with Hadoop, Kubernetes and Object Store
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This architecture can start from a single rack and scale to thousands of nodes with a single pane of glass
management with Cisco Application Centric Infrastructure (ACI).

Figure 3  Cisco Data Intelligent Platform at Scale
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CDP on CDIP
Figure 4
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A CDIP architecture can fully be enabled by Cloudera Data Platform with the following components:

e Data lake enabled through CDP DC

e Al/ML enabled through CDP Private Cloud and

e [Exabyte storage enabled through Apache Ozone

Reference Architecture

Data Lake Reference Architecture

Table 1 lists the data lake reference architecture configuration details for Cisco UCS Integrated Infrastructure for

Big Data and Analytics.

Table 1 Cisco UCS Integrated Infrastructure for Big Data and Analytics Configuration Options
Performance Capacity High Capacity

Servers 16 x Cisco UCS C240 M5 Rack 16 x Cisco UCS C240 M5 Rack 8 x Cisco UCS S3260 Storage
Servers with small-form-factor Servers with large-form-factor Servers
(SFF) drives (LFF) drives

CPU 2 x 2" Gen Intel® Xeon® Scalable | 2 x 2" Gen Intel Xeon Scalable 2 x 2" Gen Intel Xeon

6230 processors (2 x 20 cores,
at 2.1 GHz)

6230 processors (2 x 20 cores,
at 2.1 GHz)

Processor Scalable Family
5220 (2 x 18 cores, 2.2 GHz)

Memory

12 x 32GB DDR4 (384 GB)

12 x 32GB DDR4 (384 GB)

12 x 32GB DDR4 (384 GB)

11




Solution Overview

Performance Capacity High Capacity
Boot M.2 with 2 x 240-GB SSDs M.2 with 2 x 240-GB SSDs 2 x 240-GB SATA SSDs
Storage 26 x 2.4TB 10K rpm SFF SAS 12 x 8-TB 7.2K rpm LFF SAS 28 x 6 TB 7.2K rom LFF SAS
HDDs or 12 x 1.6-TB Enterprise HDDs HDDs per server node
Value SATA SSDs
Virtual 40 Gigabit Ethernet (Cisco UCS 40 Gigabit Ethernet (Cisco UCS 40 Gigabit Ethernet (Cisco UCS
interface VIC 1387) or VIC 1387) or VIC 1387)
card (VIC)
25 Gigabit Ethernet (Cisco UCS 25 Gigabit Ethernet (Cisco UCS
VIC 1455) VIC 1455)
Storage Cisco 12-Gbps SAS modular Cisco 12-Gbps SAS modular Cisco 12-Gbps SAS Modular
controller RAID controller with 4-GB flash- RAID controller with 2-GB FBWC | RAID Controller with 4-GB
based write cache (FBWC) or or Cisco 12-Gbps modular SAS flash-based write cache
Cisco 12-Gbps modular SAS host | host bus adapter (HBA) (FBWC)
bus adapter (HBA)
Network Cisco UCS 6332 Fabric Cisco UCS 6332 Fabric Cisco UCS 6332 Fabric
connectivity | Interconnect or Cisco UCS 6454 Interconnect or Cisco UCS 6454 | Interconnect
Fabric Interconnect Fabric Interconnect
GPU Up to 2 x NVIDIA Tesla V100 with | 2 x NVIDIA Tesla V100 with 32
(optional) 32 GB memory each Or Up to 6 x | GB memory each Or Up to 6 x
NVIDIA Tesla T4 with 16 GB NVIDIA Tesla T4 with 16 GB
memory each memory each

# This configuration can also be deployed with the 4" Generation Cisco UCS 6454 Fabric Interconnect with
25G VIC. However, this could lead to a performance slow down compared to a 40G VIC and Fabric In-

terconnect 6332.

As illustrated in Figure 5, a 28-node cluster with Rack#1 hosting 16 Cisco UCS C240 M5 server. Each link in the

figure represents a 40 Gigabit Ethernet link from each of the sixteen servers directly connected to a Fabric
Interconnect. Rack#2 hosting 12 Cisco UCS C240 M5 server. Every server is connected to both Fabric
Interconnects.

12
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Figure 5 Cisco Data Intelligence Platform with Cloudera Data Platform Data Center - Data Lake
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Scaling the Solution

Figure 6 illustrates how to scale the solution. Each pair of Cisco UCS 6332 Fabric Interconnects has 24 Cisco
UCS C240 M5 servers connected to it. This allows for eight uplinks from each Fabric Interconnect to the Cisco
Nexus 9332 switch. Six pairs of 6332 FI's can connect to a single switch with four uplink ports each. With 24
servers per Fl, a total of 144 servers can be supported. Additionally, this solution can scale to thousands of nodes
with the Nexus 9500 series family of switches.

13



Solution Overview

Figure 6  Scaling the Solution
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In the reference architectures discussed here, each of the components is scaled separately, and for the purposes
of this example, scaling is uniform. Two scale scenarios are as follows:

e Scaled architecture with 3:1 oversubscription with Cisco fabric interconnects and Cisco ACI
e Scaled architecture with 2:1 oversubscription with Cisco ACI

In the following scenarios, the goal is to populate up to a maximum of 200 leaf nodes in a Cisco ACI domain. Not
all cases reach that number because they use the Cisco Nexus® 9508 Switch for this sizing and not the Cisco
Nexus 9516 Switch.

Scaled Architecture with 3:1 Oversubscription with Cisco Fabric Interconnects and Cisco ACI

The architecture discussed here and shown in Figure 7 supports 3:1 network oversubscription from every node to
every other node across a multidomain cluster (nodes in a single domain within a pair of Cisco fabric interconnects
are locally switched and not oversubscribed).

From the viewpoint of the data lake, 24 Cisco UCS C240 M5 Rack Servers are connected to a pair of Cisco UCS
6332 Fabric Interconnects (with 24 x 40-Gbps throughput). From each fabric interconnect, 8 x 40-Gbps links
connect to a pair of Cisco Nexus 9336 Switches. Three pairs of fabric interconnects can connect to a single pair
of Cisco Nexus 9336 Switches (8 x 40-Gbps links per Fabric Interconnect to a pair of Nexus switch). Each of
these Cisco Nexus 9336 Switches connects to a pair of Cisco Nexus 9508 Cisco ACI switches with 6 x 100~
Gbps uplinks (connecting to a Cisco N9K-X9736C-FX line card). the Cisco Nexus 9508 Switch with the Cisco
NIK-X9736C-FX line card can support up to 36 x 100-Gbps ports, each and 8 such line cards.

14
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Figure 7  Scaled Architecture with 3:1 Oversubscription with Cisco Fabric Interconnects and Cisco ACI
Cisco Nexus 9508 - A Cisco Nexus 9508 - B
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Scaled Architecture with 2:1 Oversubscription with Cisco ACI

In the scenario discussed here and shown in Figure 8, the Cisco Nexus 9508 Switch with the Cisco N9K-
X9736C-FX line card can support up to 36 x 100-Gbps ports, each and 8 such line cards.

Here, for the 2:1 oversubscription, 30 Cisco UCS C240 M5 Rack Servers are connected to a pair of Cisco Nexus
9336 Switches, and each Cisco Nexus 9336 connects to a pair of Cisco Nexus 9508 Switches with three uplinks
each. A pair of Cisco Nexus 9336 Switches can support 30 servers and connect to a spine with 6 x 100-Gbps
links on each spine. This single pod (pair of Cisco Nexus 9336 Switches connecting to 30 Cisco UCS C240 M5
servers and 6 uplinks to each spine) can be repeated 48 times (288/6) for a given Cisco Nexus 9508 Switch and
can support up t01440 servers.

To reduce the oversubscription ratio (to get 1:1 network subscription from any node to any node), you can use
just 15 servers under a pair of Cisco Nexus 9336 Switches and then move to Cisco Nexus 9516 Switches (the
number of leaf nodes would double).

To scale beyond this number, multiple spines can be aggregated.

15
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Figure 8  Scaled Architecture with 2:1 Oversubscription with Cisco ACI
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Technology Overview

Cisco UCS Integrated Infrastructure for Big Data and Analytics

The Cisco UCS Integrated Infrastructure for Big Data and Analytics solution for Cloudera is based on Cisco UCS
Integrated Infrastructure for Big Data and Analvtics, a highly scalable architecture designed to meet a variety of
scale-out application demands with seamless data integration and management integration capabilities built using
the components described in this section.

Cisco UCS

Cisco Unified Computing System™ (Cisco UCS®) is a next-generation data center platform that unites computing,
networking, storage access, and virtualization resources into a cohesive system designed to reduce Total Cost of
Ownership (TCO) and increase business agility. The system integrates a low-latency, lossless 10/25/40/100
Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. The system is an
integrated, scalable, multi-chassis platform in which all resources participate in a unified management domain
(Figure 9).
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Figure 9  Cisco UCS Component Hierarchy
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Cisco Intersight

Cisco Intersight is Cisco’s systems management platform that delivers intuitive computing through cloud-powered
intelligence. This platform offers a more intelligent level of management that enables IT organizations to analyze,
simplify, and automate their environments in ways that were not possible with prior generations of tools. This
capability empowers organizations to achieve significant savings in Total Cost of Ownership (TCO) and to deliver
applications faster, so they can support new business initiatives.

Cisco Intersight is a Software as a Service (SaaS) infrastructure management which provides a single pane of
glass management of CDIP infrastructure in the data center. Cisco Intersight scales easily, and frequent updates
are implemented without impact to operations. Cisco Intersight Essentials enables customers to centralize
configuration management through a unified policy engine, determine compliance with the Cisco UCS Hardware
Compatibility List (HCL), and initiate firmware updates. Enhanced capabilities and tight integration with Cisco TAC
enables more efficient support. Cisco Intersight automates uploading files to speed troubleshooting. The Intersight
recommendation engine provides actionable intelligence for IT operations management. The insights are driven by
expert systems and best practices from Cisco.
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Cisco Intersight offers flexible deployment either as Software as a Service (SaaS) on Intersight.com or running on
your premises with the Cisco Intersight virtual appliance. The virtual appliance provides users with the benefits of
Cisco Intersight while allowing more flexibility for those with additional data locality and security requirements.

Figure 10 Cisco Intersight

SaaS Actionable
Simplicity cisco Intelligence
Intersight

Cisco Intersight has the following:
e Connected TAC
e  Security Advisories
e Hardware Compatibility List (HCL) and much more

To learn more about all the features of Intersight go to: https://www.cisco.com/c/en/us/products/servers-unified-
computing/intersight/index.htmil

Cisco UCS Manager

Cisco UCS Manager (UCSM) resides within the Cisco UCS Fabric Interconnect. It makes the system self-aware
and self-integrating, managing all the system components as a single logical entity. Cisco UCS Manager can be
accessed through an intuitive graphical user interface (GUI), a command-line interface (CLI), or an XML
application-programming interface (API). Cisco UCS Manager uses service profiles to define the personality,
configuration, and connectivity of all resources within Cisco UCS, radically simplifying provisioning of resources so
that the process takes minutes instead of days. This simplification allows T departments to shift their focus from
constant maintenance to strategic business initiatives.

Key Features

e Supports Cisco UCS B-Series Blade and Cisco UCS C-Series Rack Servers, the Cisco UCS C3260
storage server, Cisco UCS Mini, and the Cisco HyperFlex hyperconverged infrastructure.

e Programmatically controls server, network, and storage resources, with a unified, policy-driven
management, so they can be efficiently managed at scale through software.

e Works with HTML 5, Java, or CLI graphical user interfaces.
e (Can automatically detect, inventory, manage, and provision system components that are added or changed.
e Faclilitates integration with third-party systems management tools.

e Builds on existing skills and supports collaboration across disciplines through role-based administration
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Cisco UCS 6300 Series Fabric Interconnects

Cisco UCS 6300 Series Fabric Interconnects provide high-bandwidth, low-latency connectivity for servers, with
integrated, unified management provided for all connected devices by Cisco UCS Manager. Deployed in
redundant pairs, Cisco fabric interconnects offer the full active-active redundancy, performance, and exceptional
scalability needed to support the large number of nodes that are typical in clusters serving big data applications.
Cisco UCS Manager enables rapid and consistent server configuration using service profiles, automating ongoing
system maintenance activities such as firmware updates across the entire cluster as a single operation. Cisco UCS
Manager also offers advanced monitoring with options to raise alarms and send notifications about the health of
the entire cluster.

The Cisco UCS 6300 Series Fabric Interconnects are a core part of Cisco UCS, providing low-latency, lossless 10
and 40 Gigabit Ethernet, Fiber Channel over Ethernet (FCoE), and Fiber Channel functions with management
capabilities for the entire system. All servers attached to Fabric interconnects become part of a single, highly
available management domain.

Figure 11 Cisco UCS 6332UP 32 -Port Fabric Interconnect
Fl 6332

(Front view)

For more information, go to: https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs -
©£300-series-fabric-interconnects/datasheet-c/8-736682 html?cachemode=refresh

Cisco UCS 6400 Series Fabric Interconnect

The Cisco UCS 6454 provides the management and communication backbone for the Cisco UCS B-Series Blade
Servers, Cisco UCS 5108 B-Series Server Chassis, Cisco UCS Managed C-Series Rack Servers, and Cisco UCS
S-Series Storage Servers, providing both network connectivity and management capabilities for the system
(Figure 12).

From a networking perspective, the Cisco UCS 6454 uses a cut-through architecture, supporting deterministic,
low-latency, line-rate 10/25/40/100 Gigabit Ethernet ports, switching capacity of 3.82 Tbps, and 160 Gbps
bandwidth between Fl 6454 and IOM 2208 per 5108 blade chassis, independent of packet size and enabled
services. The product family supports Cisco® low-latency, lossless 10/25/40/100 Gigabit Ethernet unified network
fabric capabilities, which increase the reliability, efficiency, and scalability of Ethernet networks. The Fabric
Interconnect supports multiple traffic classes over a lossless Ethernet fabric from the server through the Fabric
Interconnect. Significant TCO savings come from an FCoE optimized server design in which Network Interface
Cards (NICs), Host Bus Adapters (HBAs), cables, and switches can be consolidated.

Figure 12 Cisco UCS 6454 Fabric Interconnect
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Cisco UCS C-Series Rack-Mount Servers

Cisco UCS C-Series Rack-Mount Servers keep pace with Intel Xeon processor innovation by offering the latest
processors with increased processor frequency and improved security and availability features. With the increased
performance provided by the Intel Xeon Scalable Family Processors, Cisco UCS C-Series servers offer an
improved price-to-performance ratio. They also extend Cisco UCS innovations to an industry-standard rack-
mount form factor, including a standards-based unified network fabric, Cisco VN-Link virtualization support, and
Cisco Extended Memory Technology.

It is designed to operate both in standalone environments and as part of Cisco UCS managed configuration, these
servers enable organizations to deploy systems incrementally—using as many or as few servers as needed—on a
schedule that best meets the organization’s timing and budget. Cisco UCS C-Series servers offer investment
protection through the capability to deploy them either as standalone servers or as part of Cisco UCS. One
compelling reason that many organizations prefer rack-mount servers is the wide range of 1/O options available in
the form of PCle adapters. Cisco UCS C-Series servers support a broad range of 1/O options, including interfaces
supported by Cisco and adapters from third parties.

Cisco UCS C240 M5 Rack-Mount Server

The Cisco UCS C240 M5 Rack-Mount Server (Figure 13) is a 2-socket, 2-Rack-Unit (2RU) rack server offering
industry-leading performance and expandability. It supports a wide range of storage and I/O-intensive
infrastructure workloads, from big data and analytics to collaboration. Cisco UCS C-Series Rack Servers can be
deployed as standalone servers or as part of a Cisco Unified Computing System (Cisco UCS) managed
environment to take advantage of Cisco’s standards-based unified computing innovations that help reduce
customers’ Total Cost of Ownership (TCO) and increase their business agility.

In response to the ever-increasing computing and data-intensive real-time workloads, the enterprise-class Cisco
UCS C240 M5 server extends the capabilities of the Cisco UCS portfolio in a 2RU form factor. It incorporates the
2" generation Intel® Xeon® Scalable and Intel® Xeon® Scalable processors, supporting up to 20 percent more
cores per socket, twice the memory capacity, and five times more Non-Volatile Memory Express (NVMe) PCl
Express (PCle) Solid-State Disks (SSDs) compared to the previous generation of servers. These improvements
deliver significant performance and efficiency gains that will improve your application performance. The Cisco UCS
C240 M5 delivers outstanding levels of storage expandability with exceptional performance, along with the
following:

e Latest Intel Xeon Scalable CPUs with up to 28 cores per socket
e Upto 24 DDR4 DIMMs for improved performance

e Up to 26 hot-swappable Small-Form-Factor (SFF) 2.5-inch drives, including 2 rear hot-swappable SFF
drives (up to 10 support NVMe PCle SSDs on the NVMe-optimized chassis version), or 12 Large-Form-
Factor (LFF) 3.5-inch drives plus 2 rear hot-swappable SFF drives

e  Support for 12-Gbps SAS modular RAID controller in a dedicated slot, leaving the remaining PCle
Generation 3.0 slots available for other expansion cards

e Modular LAN-On-Motherboard (mLOM) slot that can be used to install a Cisco UCS Virtual Interface Card
(VIC) without consuming a PCle slot, supporting dual 10- or 40-Gbps network connectivity

e Dual embedded Intel X550 T0GBASE-T LAN-On-Motherboard (LOM) ports

e Modular M.2 or Secure Digital (SD) cards that can be used for boot
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Figure 13 Cisco UCS C240 M5 Rack-Mount Server
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Cisco UCS 53260 Storage Servers

The Cisco UCS S3260 Storage Server is a modular storage server with dual M5 server nodes and is optimized to
deliver efficient, industry-leading storage for data-intensive workloads. The Cisco UCS S3260 server with dual-
node capability that is based on the 2 Gen Intel® Xeon® Scalable and Intel® Xeon® Scalable processors, the
server features up to 840 TB of local storage in a compact 4-Rack-Unit (4RU) form factor. The drives can be
configured with enterprise-class Redundant Array of Independent Disks (RAID) redundancy or with a pass-through
Host Bus Adapter (HBA) controller. Network connectivity is provided with dual-port 40-Gbps nodes in each
server, with expanded unified 1/O capabilities for data migration between Network-Attached Storage (NAS) and

SAN environments. This storage-optimized server comfortably fits in a standard 32-inch-depth rack, such as the
Cisco® R 42610 Rack.

Figure 14 Cisco UCS S3260 Storage Server

The Cisco UCS S3260 Storage Server chassis has 56 top-load LFF HDDs option as shown above with a
maximum capacity of 4 TB per HDD and can be mixed with up to 28 SSDs.

The modular Cisco UCS S3260 Storage Server chassis offers flexibility with more computing, storage, and PCle
expansion on the second slot in the chassis. This second slot can be used for:

e An additional server node

e Four additional LFF HDDs with up to 10 TB capacity per HDD
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o New PCle expansion tray with up to two x8 half-height, half-width PCle slots that can use any industry-
standard PCle card including Fibre Channel and Ethernet cards.

The Cisco UCS S3260 Storage Server Chassis includes a Cisco UCS Virtual Interface Card (VIC) 1300 platform
chip onboard the system I/O controller, offering high-performance bandwidth with dual-port 40 Gigabit Ethernet
and FCoE interfaces per system I/O controller.

Figure 15 Cisco UCS S3260 Storage Server: Rear View

Cisco UCS Virtual Interface Cards (VICs)

Cisco UCS VIC 1387

Cisco UCS Virtual Interface Cards (VIC) are unigue to Cisco. Cisco UCS Virtual Interface Cards incorporate next-
generation converged network adapter (CNA) technology from Cisco and offer dual 10- and 40-Gbps ports
designed for use with Cisco UCS servers. Optimized for virtualized networking, these cards deliver high
performance and bandwidth utilization, and support up to 256 virtual devices.

The Cisco UCS Virtual Interface Card 1387 (Figure 16) offers dual-port Enhanced Quad Small Form-Factor
Pluggable (QSFP+) 40 Gigabit Ethernet and Fiber Channel over Ethernet (FCoE) in @ modular-LAN-on-
motherboard (mLOM) form factor. The mLOM slot can be used to install a Cisco VIC without consuming a PCle
slot providing greater 1/0O expandability.

Figure 16 Cisco UCS VIC 1387

Cisco UCS VIC 1457

The Cisco UCS VIC 1457 (Figure 17) is a quad-port Small Form-Factor Pluggable (SFP28) mLOM card designed
for the M5 generation of Cisco UCS C-Series Rack Servers. The card supports 10/25-Gbps Ethernet or FCoE.
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The card can present PCle standards-compliant interfaces to the host, and these can be dynamically configured
as either NICs or HBAs.

Figure 17 Cisco UCS VIC 1457

Cloudera Data Platform (CDP) Data Center

CDP is an integrated data platform that is easy to deploy, manage, and use. By simplifying operations, CDP
reduces the time to onboard new use cases across the organization. It uses machine learning to intelligently auto
scale workloads up and down for more cost-effective use of cloud infrastructure.

Cloudera Data Platform (CDP) Data Center is the on-premises version of Cloudera Data Platform. This new
product combines the best of both worlds i.e. Cloudera Enterprise Data Hub and Hortonworks Data Platform
Enterprise along with new features and enhancements across the stack. This unified distribution is a scalable and
customizable platform where you can securely run many types of workloads.

Figure 18 Cloudera Data Platform - Unity Release

EDH

Cloudera Enterprise \.
Data Hub 2 e

. CcDP
/| Data Center

HORTONWORKS
DATA PLATFORM

powered by Apache Hadoop

Cloudera Data Platform provides:
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e Unified Distribution: Whether you are coming from CDH or HDP, CDP caters both. It offers richer feature
sets and bug fixes with concentrated development and higher velocity.

e Hybrid & On-prem: Hybrid and multi-cloud experience, on-prem it offers best performance, cost, and
security. It is designed for data centers with optimal infrastructure.

e Management: It provides consistent management and control points for deployments.

e Consistency: Security and governance policies can be configured once and applied across all data and
workloads.

o Portability: Policies stickiness with data, even if it moves across all supported infrastructure.

Apache Ozone (Tech preview)

Ozone is a scalable, redundant, and distributed object store optimized for big data workloads. Apart from scaling to
billions of objects of varying sizes, Ozone can function effectively in containerized environments such as
Kubernetes and YARN.

Ozone consists of three important storage elements: volumes, buckets, and keys. Each key is part of a bucket,
which, in turn, belongs to a volume. Only an administrator can create volumes. Depending on their requirements,
users can create buckets in volumes. Ozone stores data as keys inside these buckets.

When a key is written to Ozone, the associated data is stored on the DataNodes in chunks called blocks.
Therefore, each key is associated with one or more blocks. Within the DataNodes, a series of unrelated blocks is
stored in a container, allowing many blocks to be managed as a single entity.

Ozone separates management of namespaces and storage, helping it to scale effectively. Ozone Manager
manages the namespaces while Storage Container Manager handles the containers.

Figure 19 Basic Architecture for Ozone
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‘ﬂ Ozone is available for technical preview and considered to be under development. Do not use this com-
ponent in your production systems.
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Red Hat Ansible Automation

This solution uses Red Hat Ansible Automation for all pre and post deployment steps for automating repeatable
tasks to maintain consistency.

Red Hat Ansible Automation is a powerful IT automation tool. It is capable of provisioning numerous types of
resources and deploying applications. It can configure and manage devices and operating system components.
Due to its simplicity, extensibility, and portability, this solution extensively utilizes Ansible for performing repetitive
deployment steps across the nodes.

& For more information about Ansible, go to:
https://www.redhat.com/en/technologies/management/ansible
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Solution Design
I ————————————

Requirements

This CVD describes architecture and deployment procedures for Cloudera Data Platform Data Center on a 28-
node cluster based on Cisco UCS Integrated Infrastructure for Big Data and Analytics. The solution provides the
details to configure CDP DC on the infrastructure.

The cluster configuration consists of the following:
e 2 Cisco UCS 6332UP Fabric Interconnects
e 28 Cisco UCS C240 M5 Rack-Mount servers
e 2 Cisco R42610 standard racks

e 4 Vertical Power distribution units (PDUs) (Country Specific)

Physical Topology

Each rack consists of two vertical PDUs. The first rack consists of two Cisco UCS 6332UP Fabric Interconnects,
sixteen Cisco UCS C240 M5 Rack Servers connected to each of the vertical PDUs for redundancy; thereby,
ensuring availability during power source failure. The second rack consists of twelve Cisco UCS C240 M5 Servers
connected to each of the vertical PDUs for redundancy; thereby, ensuring availability during power source failure,
like the first rack. Figure 20 represents a 40 Gigabit Ethernet link from each server is connected to both Fabric
Interconnects

‘ﬂ Please contact your Cisco representative for country-specific information.
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Figure 20 Cisco Data Intelligence Platform - 28 Node Configuration with CDP DC
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Port Configuration on Fabric Interconnect

Table 2 lists the port configuration on Cisco UCS FI 6332 Fabric Interconnect.

Table 2 Port Configuration on Fabric Interconnect

Port Type Port Number
Server 1-28
Network 29-32

Server Configuration and Cabling for Cisco UCS C240 M5

The Cisco UCS C240 M5 Rack Server is equipped with 2 x Intel Xeon Scalable Family Processor 6230 (2 x 20
cores, 2.1 GHz), 384 GB of memory (12 x 32GB @ 2933MHz), Cisco UCS Virtual Interface Card 1387, Cisco 12-
Gbps SAS Modular Raid Controller with 4-GB FBWC, 26 x 2.4 TB 10K rpm SFF SAS HDDs or 12 x 1.6 TB
Enterprise Value SATA SSDs, M.2 with 2 x 240-GB SSDs for Boot.

Figure 21 illustrates the port connectivity between the Cisco UCS FI 6332 and Cisco UCS C240 M5 Rack Server.
28 Cisco UCS C240 M5 servers are installed in this configuration.

For information on physical connectivity and single-wire management, go to:

https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/c-series integration/ucsm4-0/b C-Series-
Integration UCSM4-0/b C-Series-Integration UCSM4-0 chapter 01.html
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Figure 21

Fabric Topology for Cisco UCS C240 M5 Rack Server
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Software Distributions and Firmware Versions

The software distributions required versions are listed in Table 3

Table 3 Software Distribution and Version

Layer Component Version or Release
Compute Cisco UCS C240 M5 C240M5.4.0.4p

Cisco UCS 6332 UCS 4.0(4g) A
Network

Cisco UCS VIC1387 Firmware 4.3(3b)

SAS Expander 65.09.16.00
Storage Cisco 12G Modular Raid controller | 50.8.0-2649

L SI' MegaRAID SAS Driver 07.708.03.00

Red Hat Enterprise Linux Server 7.6

Cisco UCS Manager 4.0(4g)
Software

Cloudera CDP DC 7.0.3

Hadoop 3.1

Spark 2.4

ﬁ The latest drivers can be downloaded from the link below:
https://software.cisco.com/download/home/283862063/type/283853158/release/4.0(4

29



https://software.cisco.com/download/home/283862063/type/283853158/release/4.0(4)

Solution Design

‘ﬂ Support for Intel second generation scalable family processor added in UCSM version 4.0.4a.

Cisco Intersight

Cisco Intersight provides following features for ease of operations and administrator to the IT staff.

Connected TAC

Connected TAC is an automated transmission of technical support files to the Cisco® Technical Assistance Center
(TAC) for accelerated troubleshooting.

Cisco Intersight enables Cisco TAC to automatically generate and upload Tech Support Diagnostic files when a
Service Request is opened. If you have devices that are connected to Intersight but not claimed, Cisco TAC can
only check the connection status and will not be permitted to generate Tech Support files. When enabled, this
feature works in conjunction with the Smart Call Home service and with an appropriate service contract. Devices
that are configured with Smart Call Home and claimed in Intersight can use Smart Call Home to open a Service
Request and have Intersight collect Tech Support diagnostic files.

Figure 22 Cisco Intersight: Connected TAC

Cisco Intersight + Cisco TAC + Smart Call Home =
Proactive resolution

000

Issue detected on Case opened Diagnostic data Diagnostic results CSE contacts
device automatically witt automatically automatically customer with
Smart Call Home collected gathered actionable
or manually by information

customer

To enable Connected TAC, follow these steps:

1. Log into [ntersight.com

2. Click the servers tab. Select Server > Actions tab. From the drop-down list, select Open TAC Case.

3. Clicking “Open TAC Case” launches Cisco URL for Support case manager where associated service contracts
for Server or Fabric Interconnect is displayed.
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Osie’ Intersight
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4. Click Continue.

Open TAC Case

5. Follow the procedure to Open TAC Case.
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Cisco Intersight Integration for HCL

Cisco Intersight evaluates the compatibility of your Cisco UCS and Cisco HyperFlex systems to check if the
hardware and software have been tested and validated by Cisco or Cisco partners. Cisco Intersight reports
validation issues after checking the compatibility of the server model, processor, firmware, adapters, operating
system and drivers, and displays the compliance status with the Hardware Compatibility List (HCL).

You can use Cisco UCS Tools, a host utility vSphere Installation Bundle (VIB), or OS Discovery Tool, an open
source script to collect OS and driver information to evaluate HCL compliance.

In Intersight, you can view the HCL compliance status in the dashboard (as a widget), the Servers table view, and
the Server details page. Below is the server details page.
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Figure 23 Example of HCL Status and Driver Recommendation for RHEL 7.6

Get Recommended Drivers

Advisories (PSIRTS)

Cisco Intersight sources critical security advisories from the Cisco Security Advisory service to alert users about
the endpoint devices that are impacted by the advisories and deferrals. These alerts are displayed as Advisories in
Intersight. The Cisco Security Advisory service identifies and monitors and updates the status of the advisories to
provide the latest information on the impacted devices, the severity of the advisory, the impacted products, and
any available workarounds. If there are no known workarounds, you can open a support case with Cisco TAC for
further assistance. A select list of the security advisories is shown in Intersight under Advisories.

Figure 24 Intersight Dashboard

Server Inventory
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Figure 25 Example: List of PSIRTs Associated with Sample Intersig
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Deployment Hardware and Software

Cisco Unified Computing System Configuration

This section details the Cisco Unified Computing System (Cisco UCS) configuration that was done as part of the
infrastructure build out. The racking, power, and installation of the Cisco UCS Rack Server is described in the
physical topology section earlier in this document. Please refer to the Cisco UCS Manager Getting Started Guide.
For more information about each step, see the Cisco UCS Manager - Configuration Guides.

Configure Cisco UCS Fabric Interconnect

This document assumes you are using Cisco UCS Manager Software version 4.0(4c¢). To upgrade the Cisco UCS
Manager software and the Cisco UCS 6332 Fabric Interconnect software to a higher version of the firmware, see
the Cisco UCS Manager Install and Upgrade Guides.

Alternatively, if you intend to clear the existing Cisco UCS Manager configuration, follow these steps:

1. Connect a console cable to the console port on what will become the primary fabric interconnect.
2. If the fabric interconnects were previously deployed and you want to erase it to redeploy, follow these steps:

a. Login with the existing username and password.

#connect local-mgmt
#erase config

#yes (to confirm)

3. After the fabric interconnect restarts, the out-of-box first time installation prompt appears, type “console” and
press Enter.

4. Follow the Initial Configuration steps as outlined in Cisco UCS Manager Getting Started Guide. When config-
ured, log into UCSM [P Address via the web interface to perform the base Cisco UCS configuration.

Configure Fabric Interconnects for a Cluster Setup

To configure the Cisco UCS Fabric Interconnects, follow these steps:

1. Verify the following physical connections on the fabric interconnect:

— The management Ethernet port (mgmt0) is connected to an external hub, switch, or router.
— The L1 ports on both fabric interconnects are directly connected to each other.

— The L2 ports on both fabric interconnects are directly connected to each other

Configure Fabric Interconnect A
To configure Fabric Interconnect A, follow these steps:

1. Connect to the console port on the first Cisco UCS 6332 Fabric Interconnect.
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At the prompt to enter the configuration method, enter console to continue.
If asked to either perform a new setup or restore from backup, enter setup to
continue.

Enter y to continue to set up a new Fabric Interconnect.

Enter y to enforce strong passwords.

2. Enter the password for the admin user.

3. Enter the same password again to confirm the password for the admin user.

When asked if this fabric interconnect is part of a cluster, answer y to continue.
Enter A for the switch fabric.

4. Enter the cluster name for the system name.
5. Enter the MgmtO IPv4 address.

6. Enter the MgmtO IPv4 netmask.

7. Enter the IPv4 address of the default gateway.

8. Enter the cluster IPv4 address.

To configure DNS, answer y.

9. Enter the DNS IPv4 address.

Answer y to set up the default domain name.

10. Enter the default domain name.

Review the settings that were printed to the console, and if they are correct,
answer yes to save the configuration.

11. Wait for the login prompt to make sure the configuration has been saved.

Configure Fabric Interconnect B
To configure Fabric Interconnect B, follow these steps:

1. Connect to the console port on the second Cisco UCS 6332 Fabric Interconnect.

When prompted to enter the configuration method, enter console to continue.
The installer detects the presence of the partner Fabric Interconnect and adds this
fabric interconnect to the cluster. Enter y to continue the installation.

2. Enter the admin password that was configured for the first Fabric Interconnect.
3. Enter the MgmtO IPv4 address.
4. Answer yes to save the configuration.

5. Wait for the login prompt to confirm that the configuration has been saved.
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For more information about configuring Cisco UCS 6332 Series Fabric Interconnect, go to:
https://www cisco.com/c/en/us/td/docs/unified computing/ucs/ucs-manager/GUI-User-Guides/Getting-
Started/4-0/b UCSM Getting Started Guide 4 0.html

Log into Cisco UCS Manager
To log into Cisco UCS Manager, follow these steps:

1. Open a Web browser and navigate to the Cisco UCS 6332 Fabric Interconnect cluster address.
2. Click the Launch link to download the Cisco UCS Manager software.

3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin for the username and enter the administrative password.

5. Click Login to log into the Cisco UCS Manager.

Upgrade Cisco UCS Manager Software to Version 4.0(4g)

This document assumes you're using Cisco UCS 4.0(4g). Refer to the Cisco UCS 4.0 Release (upgrade Cisco
UCS Manager software and Cisco UCS 6332 Fabric Interconnect software to version 4.0(4g) ). Also, make sure
the Cisco UCS C-Series version 4.0(4g) software bundles are installed on the Fabric Interconnects.

‘ﬁ Upgrading Cisco UCS firmware is beyond the scope of this document. However for complete Cisco UCS

Install and Upgrade Guides, go to: https://www.cisco.com/c/en/us/support/servers-unified-
computing/ucs-manager/products-installation-quides-list.html

Register UCSM with Intersight
To register UCSM with Intersight, follow these steps:

1. Login WebUI for Cisco UCS Manager, go to admin tab. Select Device Connector from the drop-down list.
Click Settings.

asco UCS Manager

Device Connector

Device Connector

2. Enable Device Connector. Select Allow Control in Access Mode.
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3. Complete steps for DNS configuration, NTP Configuration and Proxy Configuration as applicable. Click Save.
4. Make sure UCSM can communicate to Intersight.

Device Connector Device Connector

Davica Connector The Device Connector is an embedded management contraller that ensbles the capabilities of Cisco Intersight, a cloud-based management platform, For detailed information about configurit

Device Connector

ALLOWY CONTROL

Qtlt.tl.....l..tlt.t.‘@.tlt.t.o...tll.tlt.td@

Device Connactar Internet Intersight

5. Copy Device Claim ID from right side of Device Connector screen.

6. Log into Intersight.com
7. Select Devices tab on the left side menu; Click Claim a New Device.

Intersight terdik Patst 3,

Claim a New Device:

8. Enter Device ID and Device Claim Code copied from UCS Manager. Click Claim.
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For more information, go to: Claiming a Device

ﬁ For this study, we launched UCSM through Intersight. UCSM WebUI can also be accessed the traditional
way which is by entering the IP address of Cisco UCS Manager in a Web Browser. For more information,

ce Platform with Cloudera and CDSW.html
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Configure Cisco UCS Manager through Intersight

To configure Cisco UCS Manager, follow these high-level steps:

1.

2.

10.

11.

12.

13.

Configure Fabric Interconnects for a Cluster Setup.

Set Fabric Interconnects to Fibre Channel End Host Mode.

Synchronize Cisco UCS to NTP.

Configure Fabric Interconnects for Rack or Chassis and Blade Server Discovery.
Configure Global Policies.

Configure Server Ports.

Configure LAN on Cisco UCS Manager.

Configure Ethernet LAN Uplink Ports.

Set QoS system class and Jumbo Frames in both the Cisco Fabric Interconnect.
Create Uplink Port Channels to Cisco Nexus Switches.

Configure FC SAN Uplink Ports

Configure VLAN

Configure IP, UUID, Server, MAC Pool and policy:

a. IP Pool Creation

b.  UUID Suffix Pool Creation

c. Server Pool Creation

d. Configure Server BIOS Policy.
e. Create Adapter Palicy.

.

Configure Default Maintenance Policy.
g. Configure vNIC Template

h. Create Server Boot Policy

Details for each step are discussed in the following sections.

Synchronize Cisco UCSM to NTP
To synchronize the Cisco UCS environment to the NTP server, follow these steps:

1.

2.

3.

In Cisco UCS Manager, in the navigation pane, click the Admin tab.
Select All > Time zone Management.

In the Properties pane, select the appropriate time zone in the Time zone menu.
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4. Click Save Changes and then click OK.

5. Click Add NTP Server.

©. Enter the NTP server IP address and click OK.
7. Click OK to finish.

8. Click Save Changes.

Figure 26 Synchronize Cisco UCS Manager to NP

c - | J14-Bigdata-TPC-M5 ©e

Time Zone Management | Timezone

lime Zone Management

General Events

A NTP Server Time Zone : |America/Los_A-geles (Paci v

NTP Servers

TeAdvenced Hiter 4 bxport & Prnt

¥ Add [ Dekte @ Info

Configure Global Policies

The rack server and chassis discovery policy determine how the system reacts when you add a new rack server
or chassis. We recommend using the platform max value as shown. Using platform max helps ensure that Cisco
UCS Manager uses the maximum number of IOM uplinks available.

To configure the global policies, follow this step:

1. In Cisco UCS Manager; Configure Global Policy. Go to Equipment > Policies (right pane) > Global Pol-

icies.
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Figure 27 Global Policies in UCSM
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Configure Server Ports

Configure Server Ports to initiate Chassis and Blade discovery. To configure server ports, follow these steps:

1. Go 10 Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ether-
net Ports.

2. Select the ports (for this solution ports are 1-28) which are connected to the Cisco UCS VIC 1387 on Cisco
UCS C240 M5 rack server.

3. Right-click and select Configure as Server Port.
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Figure 28 Configure Server Port on Cisco UCS Manager Fabric Interconnect for Server/Chassis Discovery
o TC-M Beeo 00 20006

Configure Uplink Ports
Configure Network Ports to connect to the data center network switch.

L In our solution study, we connected to Nexus 9000 series switch.

To configure Network ports, follow these steps:

1. Goto Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module > Ether-
net Ports.

2. Select the ports (for this solution ports are 29-32) which are connected to the Cisco Nexus 9000 series
switch for northbound network connectivity.

3. Right-click and select Configure as Network Port.

Figure 29 Configure Network Port on Cisco UCS Manager Fabric Interconnect
26 200C®

3 Hat Prazent
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Create New Organization
To configure the necessary Organization for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select root > Sub-Organization.

3. Right-click, select Create Sub-Organization.

4. Enter the name of the Organization.

5. Click OK.

Figure 30 Create New Org

‘duth’ UCS Manager / J14-Bigdata-TPC-M5

root /| Sub-Organizations

Servers |/ Service Profiles /

Sub-Organizations

+ — 4 Export & Print

» Suh-Ornanizatinne

Create Organization

» Sub-Organizations

* Policies

Create Organization ? X

Name . UCS-BDA-CDP

Description:  Cisco UCS Big Data and Analytics with CDP
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L Cisco UCS Manager pools and policies required for this solution were created under new “UCS-BDA-
CDP” Organization created.

Configure IP, UUID, Server and MAC Pools
IP Pool Creation

An IP address pool on the out-of-band management network must be created to facilitate KVM access to each
compute node in the Cisco UCS domain. To create a block of IP addresses for server KVM access in the Cisco
UCS environment, follow these steps:

1. In Cisco UCS Manager, in the navigation pane, click the LAN tab.

2. Select Pools > root > Sub-Organizations > UCS-BDA-CDP> IP Pools > click Create IP Pool.

Hmim . L’_-‘\|
asco  UCS Manager / J14-Bigdata-TPC-M5 E 1‘: ? 02
Pools ools / root / Sub-Organizations / - = / ools
IP Pools
E * Pools
—_— hvan i & Pri
p— + Y. Advanced Filter 4 Export & Print
Name Size

3DA-CDP

IP Pools
Create IP Pool

» MAC Pools

» Sub-Organiz

» UCS-HDP

3. Enter name for the IP Pool, select option Sequential to assign IP in sequential order then click Next.
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Create IP Pool X
1 Define Name and Description Name . | CDP-IPPool
Description : | IP Pool for CDP cluster node KVM access
Add IPv4 Blocks B —
Assignment Order ; |7 Default (e} Sequential
Add IPv6 Blocks
Next > Cancel

4. Click Add IPv4 Block.

5. Enter the starting IP address of the block and the number of IP addresses required, and the subnet and gate-
way information as shown below.

Create Block of IPv4 Addresses

From . [fei3.1701 Size [ T
Subnet Mask ; [255.255.255.0 Detault Gateway : |10.13.7.1
Primary DNS : [0.0.0.0 Secondary DNS : |0.0.0.0

UUID Suffix Pool Creation

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, follow
these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root > Sub-Organization > UCS-BDA-CDP.

3. Right-click UUID Suffix Pools and then select Create UUID Suffix Pool.
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4. Enter the name of the UUID name.
5. Optional: Enter a description for the UUID pool.
6. Keep the prefix at the derived option and select Sequential in as Assignment Order then click Next.

UUID Suffix Pool Creation
‘tsen’ UCS Manager / J14-Bigdata-TPC-M5

Figure 31

Pools / root /| Sub-Organizations /| UCS-BDA-CDP / UUID Suffix Pools

#‘ Pools

UUID Suffix Pools

E * Pools
+ — Y,Advanced Filter 4 Export & Print

Name Pool Name
" Create UUID Suffix Pool
» UCS-HDP
Create UUID Suffix Pool ? X

Define Name and Description Name - CDP-UUIDPool

Description : | UUID Suffix Pool
Add UUID Blocks

Prefix . |(®)Derived () other

Assignment Order : |( ) Default () Sequential
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Figure 32 Create a Block of UUID Suffixes

Create a Block of UUID Suffixes

From : | 0000-ABC140000001 | Size :
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Create UUID Suffix Pool ? X
+ = Y,AdvancedFilter 4 Export & Print o
Name From To

Define Name and Description

[0000-ABC14000.. 0000-ABC140000001  0000-ABC140000040
Add UUID Blocks

# Add

<Prev m Cancel

Server Pool Creation

To configure the necessary server pool for the Cisco UCS environment, follow these steps:

‘& Consider creating unique server pools to achieve the granularity that is required in your environment.

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Pools > root > Sub-Organization > UCS-BDA-CDP > right-click Server Pools > Select Create Server
Pool.

3. Enter name of the server pool.

4. Optional: Enter a description for the server pool then click Next.
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Figure 33 Create Server Pool

‘ases’ UCS Manager / J14-Bigdata-TPC-M5 © @ @ ?

Pools / root / Sub-Organizations /| UCS-BDA-CDP / Server Pools

Server Pools
* Pools

— + = YsAdvanced Filter 4 Export & Print
¥ roc §

Name

Q[ » Server Pools

» UUID Suffix Pools
* Sub-Organizations
v UCS-BDA-CDP
» Server Pools
Create Server Pool
¥ UUID Suffix Pools
» Pool CDP-UUIDPool
» Sub-Organizations

» UCS-HDP

Create Server Pool ? X
Set Name and Description Mame . CDP-ServerPool
Description . | Server Pool for CDP cluster

Add Servers

5. Select servers to be used for the deployment and click > to add them to the server pool. In our case we add-
ed thirty servers in this server pool.

6. Click Finish and then click OK.
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Figure 34 Add Server in the Server Pool
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7. Once the added Servers are in the Pooled servers, click Finish.
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Create Server Pool ? X
Set Name and Description Servers Pooled Servers
Add Servers - i
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MAC Pool Creation
To configure the necessary MAC address pools for the Cisco UCS environment, follow these steps:

1.

2.

In Cisco UCS Manager, click the LAN tab in the navigation pane.

Select Pools > root > Sub-Organization > UCS-BDA-CDP> right-click MAC Pools.

Select Create MAC Pool to create the MAC address pool.

Enter name for MAC pool. Select Assignment Order as “Sequential”.

Enter the seed MAC address and provide the number of MAC addresses to be provisioned.
Click OK and then click Finish.

In the confirmation message, click OK.
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Figure 35 Creating a Block of MAC Addresses
"ties’ UCS Manager / J14-Bigdata-TPC-M5
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MAC Pools
¥ Pools
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Create MAC Pool ? X

Define Name and Description Name . CDP-MacPool

Description : Mac Pool for CDP Cluster
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Create a Block of MAC Addresses

First MAC Address : | 00:25:B5:0a:bc:00 | Size : | 128 2

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5:xx:xx:xXX

Configure VLAN

To configure the necessary virtual local area networks (VLANS) for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select LAN > LAN Cloud.

3. Right-click VLANs

4. Select Create VLANS

5. Enter the name of the VLAN to be used.

6. Keep the Common/Global option selected for the scope of the VLAN.
7. Enter <VLAN Number> as the ID of the VLAN ID.

8. Keep the Sharing Type as None.
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Figure 36 Create VLAN

asco  UCS Manager / J14-Bigdata-TPC-M5

00 LAN Cloud LAN Cloud / VLANs
E ¥ LAN Cloud veans
Fabric A Yo Advanced Filter 4 Export % Print
Fabric B Name D Type
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VLAN vian13 (13) 13 Lan
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VLAN Groups

VLAN=
Create VLANs

The NIC will carry the data traffic from VLAN13. A single vNIC is used in this configuration and the Fabric Failover
feature in Fabric Interconnects will take care of any physical port down issues. It will be a seamless transition from
an application perspective.
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Figure 37 Create VLANs
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Set System Class QoS and Jumbo Frame in Both Cisco Fabric Interconnects
To configure jumbo frames and enable quality of service in the Cisco UCS fabric, follow these steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select LAN > LAN Cloud > QoS System Class.

3. Inthe right pane, click the General tab.

4. On the Platinum row, enter 9216 in the box under the MTU column.
5. Click Save Changes.

6. Click OK.

ﬂ Changing the QoS system class MTU requires a reboot of Cisco UCS Fabric Interconnect for chang-
es to be effective.
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Figure 38 Configure System Class QoS on Cisco UCS Fabric Interconnects
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To create the QoS policy to assign priority based on the class using the Cisco UCS Manager GUI, follow these

steps:

1. Select LAN tab in the left pane in the Cisco UCS Manager GUI.

2. Select LAN > Policies > root > UCS-BDA-CDP> QoS Policies.

w

Right-click QoS Policies.

i

Select Create QoS Policy.
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Figure 39 Create QoS Policy
"tseh’ UCS Manager / J14-Bigdata-TPC-M5
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ﬂ We created a Platinum class QoS policy for this solution.
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Figure 40 Platinum QoS Policy
Create QoS Policy ? X

Name : | CDP-Platinum

Egress

Priority : |P|atinum .

Burst(Bytes) : | 10240
Rate(Kbps) : line-rate

Host Control : |(e)None () Full

Create VNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, follow these
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Policies > root > Sub-Organization > UCS-BDA-CDP> vNIC Template.
3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. Enter name for vNIC template.

6. Keep Fabric A selected. Select the Enable Failover checkbox.

7. Select Updating Template as the Template Type.

8. Under VLANSs, select the checkboxes for desired VLANSs to add as part of the vNIC Template.
9. Set Native-VLAN as the native VLAN.

10. For MTU, enter 9000.

11. In the MAC Pool list, select MAC Pool configured.

12. Select QOS policy created earlier.
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13. Select default Network Control Policy.
14. Click OK to create the vNIC template.

Figure 41 Create the vNIC Template
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61
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o)
vlan13 = 13
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Create VLAN

CDN Source : |(®)¥NIC Name () User Defined
MTU : 19000

Warning

Make sure that the MTU has the same value in the QoS System Class
corresponding to the Egress priority of the selected QoS Policy.

MAC Pool : | CDP-MacPool(128/128)
QoS Policy : | CDP-Platinum ¥

MNetwork Control Policy: | <not set> w

Pin Group . |<not set> v

Stats Threshold Policy : | default *

Connection Policies

o) Dynamic vNIC () usNIC () VMQ

Dynamic vNIC Connection Policy : | <not set> w

L

Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus
adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, follow
these steps:

1.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Policies > root > Sub-Organization > UCS-BDA-CDP> Host Firmware Packages.
Right-click Host Firmware Packages.

Select Create Host Firmware Package.

Enter name of the host firmware package.

Leave Simple selected.

Select the version.

Click OK to create the host firmware package.
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Figure 42 Host Firmware Package

"teeh’ UCS Manager / J14-Bigdata-TPC-M5

Policies / root / Sub-Organizations / UCS-BDA-CDP / Host Firmware Package

& Palicies

Host Firmware Packages

E * UCS-BDA-CDP
4+ = Y,Advanced Filter 4 Export #& Print

Type Vent
Host Firmware Py
Create Host Firmware Package
IPMI/Redfish 5
KVM Mar
Create Host Firmware Package ? X

Mame : |HFP-4.0.4g
Description :

How would you like to configure the Host Firmware Package?

‘») Simple Advanced

Blade Package : |4.0(4g)B v
Rack Package : |4.0(4g)C v
Service Pack : |<not set> v

The images from Service Pack will take p

over the i from Blade or Rack Package

Excluded Components:

Adapter

EIOS

Eoard Controller
CIMC

FC Adapters

Flex Flash Controller
GPUs

HEA Option ROM
Host NIC

Host NIC Option ROM
Local Disk

MVME Mswitch Firmware
P5U

Lo

Create Power Control Policy
To create a power control policy for the Cisco UCS environment, follow these steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
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2. Select Palicies > root > Sub-Organization > UCS-BDA-CDP> Power Control Policies.
3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Select Fan Speed Policy as “Max Power”.

6. Enter NoPowerCap as the power control policy name.

7. Change the power capping setting to No Cap.

8. Click OK to create the power control paolicy.

Figure 43 Create Power Control Policy

‘diel UCS Manager / J14-Bigdata-TPC-M5

Events

Power Control Policies

+ — YsAdvanced Filter 4 Export & Print

Name

Serial over LAN Poli
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Create Power Control Policy ? X
Name . NoPowercap

Description

Fan Speed Policy : |Max Power v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

(#)No Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

L

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, follow these steps:

1.

2.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Policies > root > Sub-Organization > UCS-BDA-CDP> BIOS Palicies.
Right-click BIOS Policies.

Select Create BIOS Policy.

Enter the BIOS policy name.
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Figure 44 BIOS Config

il

asco UCS Manager / J14-Bigdata-TPC-M5

:% Policies Policies | root / Sub-Organizations /| UCS-BDA-CDP / BIOS Policies

E v UCS-BDA-CDP BIOS Policies Events

» Adapter Policies + =— 4 Export M Print

BIOS Pol Name

T Create BIOS Policy
Boot PoliCies

p root

Diagnostics Policies

Graph >ard Polic

Host Firmware Pa

IPMI/Redfish

X

Create BIOS Policy

Name . |UCS-CDP-BIOS

Description :  BiOS Policy for Cisco UCS CDP Cluster

Reboot on BIOS Settings Change : ¥
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Policies | oot | Sub-Organizations | UCS-BDA-CDP / BIOS Policies /| UCS-CDP-BIOS

Main Acdvanced Annt Cptions Sarvar Management Fuants

Procnssor Inte! Diireretened 10 RAS Memnry Seral Port LsR PCI P 1 OM and PCle Slats Trustes: Platinrm Graphics Configuratinon
To Aharced Fller 4 Export & Print a3
BICS Seting Walue
Erergy Performance |Peron'|e"ce v

ProcessorkooProfile

[Frattom Detaui:

Adjacent Cacne Line Prefetcher |l:nsL>|en v |
DEU I Fratetcher [Enatiea -]
DEU Streamer Prefeteh [Enstiea v
Harttware Prefeicher [Fnstitea -]
UPI Brefatch |Frstitet v
11 Prefatch [Fratied -
¥PT Frefetch [Frstled v
Core Performance Soost |H9‘fnnﬂ Detault v |
Liawncare contro |Pancn'r Detaul: v |
Globsl G-state Contrel [Frattam Detaui: v
L1 Stresm HW Prefeicher [Frattam Defauic v
L2 Stream | Prefetcher [Fratfarm Dot -]
Disterminise Sl |Fraarm Dot v
1AL [Fratform Dot v
Baric Group Swap | Fratfarm Defaut: v|
A 5 0 Info
Paficies | root / Sub-Organizations | UCS-BDA-CDP / BIOS Paficies | UCS-CDP-BIOS
Man Advancsd Boot Ootions Ssrver Maragemant Events
Processor Intel Diractac 10 RAS Memory Serial Port USE RCI arl LCM and FCla Slots Trusted Matform Graphics Configuraton
Y, Aduarced Fitar 4 export & ot o
BIOS Setting value
Uowncore control || atrormn Detaos v |
Gilobal C-state Control [Frattom Detavs: v]
L1 Stream HY Prefetcner [Frattanm Detaws v
L2 Stream | Prefeteher [Frattarm Dt v
Detrrmingsn Slider |Fratiorm Dot v
KRN [Pratform Defaus v
Btk Group Swap [Pratform Detaus v
Chipsslect Intariesving [Frattom Detavs: v
Conngurable 0P Canteal [Frattanm Detaws v
AN Mermary Interlesving [Fratform Dt v
T e |Fratform Dt v
SMEE [Pratform Defaus v
SMT Mode [Pratiorm Defaus v
S Made [Frattam Detavs: v]
Cermand Seub [Enstiea v
Patrnl Serub [Frstitea v
‘Workloed Conbguration |P|mfnm| Detault v |
Add I
Reset Values
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Policies |/ root / Sub-Organizations /| UCS-BDA-CDP | BIOS Policies /| UCS-CDP-BIOS

For more information, go to: Performance Tuning Guide.

F.S

BIOS settings can have a significant performance impact, depending on the workload and the applica-
tions. The BIOS settings listed in this section is for configurations optimized for best performance which
can be adjusted based on the application, performance, and energy efficiency requirements.

Configure Maintenance Policy

To update the default Maintenance Policy, follow these steps:

1.

2.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Policies > root > Sub-0Organization > UCS-BDA-CDP> Maintenance Policies.
Right-click Maintenance Policies to create a new palicy.

Enter name for Maintenance Policy.

Change the Reboot Policy to User Ack.

Click Save Changes.

Click OK to accept the change.
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Create Maintenance Policy

Mame : | CDP-UserAck

Description : | Policy for User Acknowledge Maintenance

Soft Shutdown Timer : 1150 Secs v

Storage Config. Deployment Policy : () Immediate (e) User Ack

Reboot Policy . '-\’__“,‘ Immediate (e) User Ack () Timer Automatic

On Next Boot || Apply pending changes at next reboot.)

Create the Local Disk Configuration Policy
To create local disk configuration in the Cisco UCS Manager GUI, follow these steps:

1. Select the Servers tab in the Cisco UCS Manager GUI.

2. Select Policies > root > Sub-Organization > UCS-BDA-CDP> Local Disk Config Palicies.
3. Right-click Local Disk Config Policies and Select Create Local Disk Config Policies.

4. Enter UCS-Boot as the local disk configuration policy name.

5. Change the Mode to Any Configuration. Check the Protect Configuration box.

6. Keep the FlexFlash State field as default (Disable).

7. Keep the FlexFlash RAID Reporting State field as default (Disable).

8. Click OK to complete the creation of the Local Disk Configuration Policy.

9. Click OK.
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Fi

ure 46 Create the Local Disk Configuration Polic
Create Local Disk Configuration Policy ® X
Name . LocalDiskPolicy
Description : | Policy for Local Disk Configuration
Mode : |Any Configuration v
Protect Configuration : @

If Protect Configuration is set, the local disk configuration is preserved if the service profile is disassociated
with the server. In that case, a configuration error will be raised when a new service profile is associated with
that server if the local disk configuration in that profile is different.

FlexFlash

FlexFlash State . [(® Disable () Enable

If FlexFlash State is disabled, SD cards will become unavailable immediately.
Please ensure SD cards are not in use before disabling the FlexFlash State.

FlexFlash RAID Reporting State : :j'o,- Disable () Enable [

FlexFlash Removable State : /() Yes () No (e) No Change

If FlexFlash Removable State is changed, SD cards will become unavailable temporarily.
Please ensure SD cards are not in use before changing the FlexFlash Removable State.

Create Boot Policy

To create boot policies within the Cisco UCS Manager GUI, follow these steps:

1.

2.

Select the Servers tab in the Cisco UCS Manager GUI.
Select Policies > root.
Right-click the Boot Policies.

Select Create Boot Palicy.
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asco UCS Manager / J14-Bigdata-TPC-M5

Policies / root / Sub-Organizations /| UCS-BDA-CDP / Boot Policies

Palicies v

¥ Sub-Organizations Boot Policies Events
* UCS-BDA-CDP :
4+ — TY,Advanced Filter 4 Export & Print
» Adapter Policies ] ] .
Name Order vNIC/vHBA/ISCSI v... Type

BIOS Policies

Boot Paolic?
Create Boot Policy

» Diagnostics Policies

» Graphics Card Policies

5. Enter ucs for the boot policy name.

6. (Optional) enter a description for the boot policy.

7. Keep the Reboot on Boot Order Change check box unchecked.

8. Keep Enforce vNIC/VHBA/ISCSI Name check box checked.

9. Keep Boot Mode Default (Legacy).

10. Expand Local Devices > Add CD/DVD and select Add Local CD/DVD.
11. Expand Local Devices and select Add Local Disk.

12. Expand vNICs and select Add LAN Boot and enter ethO.

13. Click OK to add the Boot Policy.

14. Click OK.
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Figure 47 Create Boot Policy for Cisco UCS Server(s)

Create Boot Policy 7 X
Name . UCS-BootPolicy
Description . Boot policy for Cisco UCS Server

Reboot on Boot Order Change  © @

Enforce yNIC/VHBA/ISCSI Name : &
Boot Mode . (@) Legacy () Uefi

WARNINGS:

The type (primary/secondary) does not indicate a boot order presence.

The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.

If Enforce vNIC/vHBA/ISCSI Name is selected and the vNIC/vHBA/ISCS| does not exist, a config error will be reported.

If it is not selected, the vNICs/vHBAs are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is used.

(# Local Devices Boot Order
+ =— T,Advanced Filter 4 Export o Print el
* CIMC Mounted vMedia - -
B Mame Or..a  wNIC/.. Type LUM ... WWN SlotN.. Boot.. Boot.. Descri..
) wNICs CD/DVD 1
Local Disk 2
Add LAN Boot
« LAN 3
— LAN eth0 eth0 Primary
(+) vHBAs ¥
(# iSCSI vNICs
[l Delete

(¥ EFI Shell

Create Storage Profile for Individual RAIDO
To create the storage profile for the individual RAIDP, follow these steps:

1. On the UCSM navigation page, select the Storage tab.

2. From the Storage Profiles drop-down list, right-click and select Create Storage Profile.
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Figure 48 Create Storage Profile
J14-Bigdata-TPC-M5

Storage | Storage Profiles ! root

General Suh-Drganizations Faukts Fuents

Fault Summary

{ Sub-Organizations | UC5-BDA-CDP

Properties

o Marme

1] 4]

® o

Actions

Start Fault Suppression

Copy

w
il
w

Copy XML

Delete
Supprassion Task Proparties

Delete

3. Enter a name for the Storage Profile and click the LUN Set tab.

4. Click Add.

Description

. UCS-BDA-CDP

Cisco UCS Big Data and Analytics with CDP

Create Storage Profile

Name UCS-RO-DataLUNs

Description : | Data Disk configuration with RAID 0

LUNs
Local LUNs LUN Set Controller Definitions Security Policy
Y, Advanced Filter 4 Export ™ Print o

Name RAID Leve

Disk Slot Range

No data available

) Add
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h The LUN Set policy configures all disks managed through Cisco UCS S3260 Dual Raid Controller on
S3260 and Cisco 12G Modular Raid controller to individual disk RAIDO.

5. Select the properties for the LUN set:

a. Enter a name for LUN set.
b. Disk Slot Range - 1 -24/26/56 (Depends on number of drives installed in a server).
c. Enter Virtual Drive configuration:

i. Strip Size(kb) - 1024KB

ii. Access Policy - Read Write

iil. Read Policy - Read Ahead

iv. Write Cache Policy - Write Back Good Bbu

v. 10 Policy - Direct

vi. Drive Cache - Disable

Create LUN Set ? X
Name . Data-RAIDO
RAID Level . (e} RAID O Striped
Disk Slot Range : | 1-26

Virtual Drive Configuration

Strip Size (KB) . |1024KB v

Access Paolicy . |() Platform Default () Read Write () Read Only () Blocked

Read Policy : () Platform Default (o) Read Ahead () Normal

Write Cache Policy : |() Platform Default () Write Through (e) Write Back Good Bbu () Always Write Back
IO Policy . | ) Platform Default (e Direct ( ) Cached

Drive Cache . |() Platform Default () No Change () Enable (e) Disable

Cariiritv

=

ﬁ For a LUN set based configuration, set the JBOD disks to unconfigured by selecting all JBOD disk in
Server > Inventory > Disks, right-click and select “Set JBOD to Unconfigured Good.”
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Figure 49 Set JBOD Disks to Unconfigured Good

u | e

EEE
Create Storage Policy and Storage Profile
To create a Storage Profile with multiple RAID LUNSs, create Storage Policies and attach them to a Storage Profile.

To create a Storage Policy and attach them to a Storage Profile, follow these steps:

1. Go to the Storage tab on the left side panel selection, select “Storage Policies”.

2. From the Storage Policies drop-down list, select and right-click “Disk Group Policies”. Select “Create Disk
Group Palicy”.

© @ e o
0 5 0 2

"dses’ UCS Manager / J14-Bigdata-TPC-M5

L Storage Policies -

Storage Policies [/ root / Sub-Organizations / UCS-BDA-CDP | Disk Group Policies

Disk Group Policies

Yo Advanced Filter 4 Export & Print

Sl Name
roup Policies

¥ Sub-Organizations
* UCS-BDA-CDP

» Disk Group Policie Create Disk Group Policy

» Sub-Organizations

» UCS-HDP

3. Enter name for Disk Group Policy, Select RAID level.
4. Select “Disk Group Configuration” (Automatic/Manual).

5. Disk Group Configuration.
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Create Disk Group Policy ? X

Name 1 |NameNode-R10

Description : | RAID 10 Disk Group Policy for NameMode

RAID Level ; |RAID 10 Mirrored And Stripe »

) () Disk Group Canfiguration {Manual)

») Disk Group Configuration (Auto

Disk Group Configuration (Automatic)

Mumber of drives - unspecified [0-60]
Drive Type (») Unspecified () HDD (1 SSD

Mumber of Dedicated Hot Spares : | unspecified [0-60]
Mumber of Global Hot Spares unspecified [0-60]
Min Drive Size (GB) - unspecified [0-10240]
Use Remaining Disks Ci

Use JBOD Disks (o) Yes () No

Virtual Drive Configuration

6. Virtual Drive Configuration.

Virtual Drive Configuration

Strip Size (KB} 1 |1024KB v

Access Policy . Platform Default (e Read Write () Read Only () Blocked

Read Palicy o | Plattorm Default (o) Read Ahead | Narmal

Write Cache Policy : Platform Default ( Write Through (s Write Back Good Bbu () Always Write Back
O Policy + |7y Platform Default () Direct () Cached

Drive Cache : 2 Platform Default ) No Change () Enable [e) Disable

Security

o

7. Select Storage Profiles, right-click and select Create Storage Profile.

el UGS Manager / J14-Bigdata-TPC-MS

L Storage Profiles -

Storage Profiles | root /| Sub-Organizations /| UCS-BDA-CDP
General Sub-COrganizations Faults Events

Fault Summary Propertias

® 0 0 Marme . UCS-BDA-CDP
1] 0

et Chroiarizatic - _ P—
Create Organization a 0 Description : | Cisco UCS Big Data and Analytics with CDP

Create Storage Profile

Start Fault Suppression

Copy
Caopy XML

8. Enter a name for the Storage profile and click Add.
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Create Storage Profile ? X

Name :  NameNode-R10

Description : | Storage Profile for NameNode with RAID 10
LUNs

Local LUNs LUN Set Controller Definitions Security Policy

Yo Advanced Filter 4 Export & Print o3

Name Size (GB) Order Fractional Size (MB)

No data available

Add

o

9. Enter a Local LUN name and select Auto Deploy.

10. Check the box for Expand to Available and from the drop-down list select the storage policy you want to at-
tach with the Storage Profile. Click OK.
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Create Local LUN ? X

®) Create Local LUN Prepare Claim Local LUN

Name - RAID10

Size (GB) 21 [0-245760]

Fractional Size (MB) 0

Auto Deploy . |(e) Auto Deploy () No Auto Deploy

Expand To Available D ¥

Select Disk Group Configuration: | NameNode-R10 ¥ Create Disk Group Policy

‘ﬂ For Cisco UCS S3260, we created a Storage Profile with a Storage Policy to create a Boot LUN and at-
tached it to a Storage Profile as shown above. The LUN set policy for an individual server node (server
node 1 and server node 2) to create an individual RAIDO.

Create Service Profile Template

To create a service profile template, follow these steps:

1. Inthe Cisco UCS Manager, go to Servers > Service Profile Templates > root Sub Organization > UCS-BDA-
CDP> and right-click “Create Service Profile Template” as shown below.
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/ J14-Bigdata-TPC-M5

Service Profile Templates [ root UCS-BDA-CDP

| Sub-Organizations |

Genaral Sub-Organizations Service Proflas aals Palicies FC Lones

Fault Summary Properties

m o o MName . UCsS-BDA-CDP

Description : | Cisco UCS Big Data and Analytics with COP

Create Organization

Create Service Profile (expert) Lawal c1

Create Service Profiles From Template

Create Service

Copy XML philes From Template

Delete

TTeae Sernce P

Start Fault Sugpr

Suppra

Delete

2. Enter the Service Profile Template name, Updating Template as type of template and select the UUID Pool
that was created earlier. Click Next.

Create Service Profile Template 7 X

e Y'ou must enter a name for the service profile template and specify the template type. You can also specify how a UUID will be assigned to this
Identify Service Profile Template template and enter a description.

Storage Provisioning Name | UCS-CDP-Template

The template will be created in the following organization. ks name must be unigue within this organization.
Networking Where : org-rootforg-UCS-BDA-CDP

The termplate will be creatad in the following organization. Its name must be unigue within this organization.

SAN Connectivity Typa Initial Template (o) Updating Template
Specify how the UUID will be assigned to the server associated with the service generated by this template,
uuIiD
Zoning
wNIC/vHBA Placement UUID Assigrment: COP-UUIDPooliE4/64) v
The UUID will be assigned from the selected pool.
vMedia Policy The available/total ULUIDs are displayed after the poal name.

Server Boot Order
Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used.

Maintenance Policy Service Profile Template for Cisco UCS Server with CDP DataNodes

Server Assignment

Operational Policies

Next > m Cancel

3. Select Local Disk Configuration Policy tab and select Local Storage policy from the drop-down list.

80



Deployment Hardware and Software

Create Service Profile Template B

Optionally specify or create a Storage Profile, and select a local disk configuration policy.
Identify Service Profile

Template
Specific Storags Profile Storage Profile Policy Local Disk Configuration Policy
Storage Provisioning
Networking . B
Create Local Disk Confguration Policy Mode : Any Configuration
Protect Configuration © Yes
SAN Connect

If Protect Configuration is sat, the local disk configuration is
preserved if the service profile is disassociated
with the server. In that case, a configuration error will be

Zoning raised whan a new service profile is associated with
that server if the local disk configuration in that profile is
different,

vNIC/vHBA Placement FlexFlash

FlexFlash State . Disable

If FlexFlash State is disablad, S0 cards will becomes

vMedia Palicy unavailable immediately.
Please ensure S0 cards are not in use before disabling the
FlexFlash State.
Server Boot Order FlexFlash RAID Reporting State : Disable
FlexFlash Removable State . No Change
Maintenance Policy If FlexFlash Removable State is changed, 50 cards wil
became unavailable tempararily.
Please ensure SD cards are not in use before changing the
Server Assignment FlexFlash Removable State,

Operational Policies

< Prav Next = m Cancel

4. On Storage Profile Policy, select the Storage Profile to attach with the server.

Create Service Profile Template 7 X

Optionally specify or create a Storage Profile, and select a local disk configuration policy.
Identify Service Profile

Template
Specific Storage Profile Storage Profile Policy Local Disk Configuration Policy
Storage Prow
Storage Profile] UCS-RO-DatalUNs v Create Storage Profile
Networking
Mame : UCS-RO-DatalLUNs
Deseription : Data Disk configuration with RAID O
SAN Connectivity LUNs
Zoning Local LUNs LUM Set Controller Definitions Sacurity Policy
T, Advanced Filter 4 FExport M Print i
wNIC/vHBA Placement
Mame RAID Level Disk Slot Range
vMedia Policy Data-RAIDD RAID O Striped 1-26

Server Boot Order
Maintenance Policy
Server Assignment

Operational Policies

< Prev Next > m Cancel
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‘& Based on the server model or the role of the server, we created and attached a Storage Profile for
NameNode(s), DataNode(s) and Cisco UCS S3260 Storage server in different Service Profile Tem-
plate for each.

5. In the networking window, select “Expert” and click “Add” to create vNICs. Add one or more vNICs that the
server should use to connect to the LAN.

Create Service Profile Template ? X

Optionally specify LAN configuration information.
Identify Service Profile

Template
Dynamic vNIC Connection Policy:| Seslect a Palicy to use [no Dynamic vNIC Policy by default)

Storage Provisioning

Create Dynamic vNIC Connection Policy
Metworking
How would you like to configure LAN connectivity?
SAN Connectivity . - - -
() Simple (e) Expert Na wNICs () Use Connectivity Palicy

Click Add to specify one or more vNICs that the server should use to connect to the LAN,

Zoning
Narme MAC A

Fabric 1D Native: VLAN

Mo data availabla
vNIC/vHBA Placement 0 data available

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment (¥) ISCSI wNICs

Operational Policies

6. In the create vNIC menu as vNIC name.

7. Select vNIC Template as vNICO and Adapter Policy as Linux.

Create vNIC ? X

Name : ethD
Use vNIC Template : ¥

Redundancy Pair ; | Peer Name :

vNIC Template : | CDP-vNICO ¥ Create vNIC Template

Adapter Performance Profile

Adapter Policy . | UCS-CDP-Linux w Create Ethernet Adapter Policy
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Create Service Profile Template ? X

Optionally specify LAM configuration information.
Identify Service Profile

Template

Dynamic vNIC Connection Policy:| Select a Policy to use (no Dynamic vNIC Policy by default) v
Storage Provisioning

Create Dynamic vNIC Connection Policy

Netwarking

Heow would you like ta conhgure LAN connactivity?
SAN Connectivity . : L .

(i Simple (&) Expert ) No vNICs i Use Connectivity Policy

Click Add to specify one or maore vNICs that the server should use to connact to the LAN.

Zoning - .

Mame MAC Address Fabric [T Mative VLAN
VNIC/VHBA Placement VNIC eth0 Derived derived
vMedia Policy

Server Boot Order
Maintenance Policy .
i Delete (¥ Add @ Modity

Server Assignment () iISCSI wNICs

Operational Policies

< Prev Next > m Cancel

A Optionally, Network Bonding can be setup on the vNICs for each host for redundancy as well as for
increased throughput.

8. In the SAN Connectivity menu, select no vHBAS.

Create Service Profile Template 7 X

Optionally specify disk policies and SAN configuration information.
Identify Service Profile

Template
How would you like to configure SAN connectivity?
Storage Provisioning J Simple _ Expert (e} Mo vHBAs () Use Connectivity Policy

This server associated with this service profile will not be connected to a storage area network.
Networking

SAN Connectivity

Zoning

9. Click Next in the Zoning tab.
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Create Service Profile Template ?

Specify zoning information
Identify Service Profile
Template
Zoning configuration involves the following steps:
1. Select vHEA Initiator(s) (vHBAS are created on storage page)
Storage Provisioning 2. Select vHBA Initiator Group(s)
3. Add selected Initiator(s) to selected Initiator Group(s)

Networking Select vHEA Initiators Select vHBA Initiator Groups

SAN Connectivity Narne Manme Storage Connection Policy Name

Mo data available Mo data available

vNIC/vHBA Placement

vMedia Policy

Server Boot Order (* Add

Maintananca Palirg

10. Select Let System Perform Placement for vNIC/VHBA Placement. Click Next.

Create Service Profile Template ?

Specify how vNICs and vHBAs are placed an physical network adapters
Identify Service Profile

Template
wNIC/vHBA Placement specifies how vNICs and vHBAs are placed on physical network adapters (mezzanine)
in a server hardware configuration independent way.

Storage Provisioning

Select Placement: | Let System Perform Placement v | Create Placement Palicy
Networking Systern will perform autormatic placemeant of vNICs and vHBAs based on PCI arder.

Name Address Order -
SAN Cannectivity WNIC etho Derived 1
Zoning
vNIC/vHBA Placement
vMedia Policy

[l Delete O Modify
Server Boot Order
11. Click Next in the vMedia Policy tab.
Create Service Profile Template i/
Optionally specify the Scriptable vMedia policy for this service profile template.

Identify Service Profile
Template

vMedia Policy: Select vMedia Policy to use ¥
Storage Provisioning —_————

Create vMedia Policy
Networking
The default boot policy will be used for this service profile.
SAN Connectivity

Zoning

vNIC/vHBA Placement

Server Boot Order
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12. Select Boot Paolicy in the Server Boot Order tab.

Create Service Profile Template ? X

Optionally specify the baot policy for this service profile template.
Identify Service Profile

Template
Select a boot policy.
Storage Provisioning Boot Policy| UCS-BootPolicy ¥ Create Boot Policy
Mame : UCS-BootPolicy
Net ki
etwaorking Description . Boot policy for Cisco UCS Server
Reboot on Boot Order Change @ Yas
SAN Connectivity Enforce vNIC/vHBAISCSI Name : Yes
Boot Mode © Legacy
Zoning WARNINGS:

The type (primary/secondary) does not indicate a boot order presence.

The effective order of boat devices within the same device class (LAN/Storage/iSCSI) is determinad by PCle bus scan order.
vNIC/vHBA Placement f Enforce vNIC/vHBA/ISCSI Name is selected and the vNIC/VHBANSCS! does not exist, a config error will be reported.

f it is not selected, the wNICs/vHBAS are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan order is usead,

Boot Order
vMedia Policy
+ =— TeAdvanced Filter 4 Export % Print fed

Server Boot Order Mame Order «  wNICAWH.. Type LUN Ma.. WWN Slot Nu.. BootMa.. BootPath Descript.

Co/DVD 1
Maintenance Policy . .

Local Disk 2

LAN 3
Server Assignment v

LAN ethd ethd Primary

Operational Policies

< Prev Next > Cancel

13. Select UserAck maintenance policy, which requires user acknowledgement prior rebooting server when mak-
ing changes to policy or pool configuration tied to a service profile.
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Create Service Profile Template 7 X

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile.

Template

Storage Provisioning (=) Maintenance Palicy

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.
Networking Maintenance Policy| CDP-Userdck v

Craate Maintanance Policy

SAN Connectivity

Name : CDP-UserAck
Zoning . . N N

Description . Policy for User Acknowledge Maintenance

Soft Shutcown Timer . 150 Secs
VNIC/vHBA Placement Storage Config. Deployment Policy © User Ack

Reboot Policy : User Ack
vMedia Policy

Server Boot Order
Maintenance Policy
Server Assignment

Operational Policies

< Prav Next > Cancel

14. Select the Server Pool policy to automatically assign a service profile to a server that meets the requirements
for server qualification based on the pool configuration. Select Power state when the Service Profile is associ-
ated to server

15. On the same page you can configure “Host firmware Package Policy” which helps to keep the firmware in
sync when associated to server.
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Create Service Profile Template ? X

Optionally specify a server pool for this service profile template.
Identify Service Profile

Template
You can select a server pool you want to associate with this service profile template.
Storage Provisioning Pool Assignment;| Assign Later v Create Server Pool
. Selact the power state to be applied when this profile is associated
Networking P ep F

with the server.
(Up (= Down
SAN Connectivity

Zoning The service profile templata is not automatically associated with a server, Either selact a server from the list or assaciate the service profile
manually later.
vNIC/VHEA Placement - .
(3 Firmware Management (BIOS, Disk Controller, Adapter)
vMedia Policy If you select a host firmware policy for this service profile, the profile will update the firmware on the server that it is associated with.
Otherwise the system uses the firmware already installed on the associated server,
Host Firmware Package: HFP-4.0.4g ¥
Server Boot Order

Create Host Firmware Package
Maintenance Policy

Server Assignment

Operational Policies

<Prev  Next> m Gancel

‘A On the Operational Policy page, we configured the BIOS policy for a Cisco UCS C240 M5 Rack serv-
er with the Power Control Policy set to “NoPowerCap” for maximum performance.
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Create Service Profile Template 7 X

Optionally specify information that affects how the system operates.
Identify Service Profile

Template

(=) BIOS Configuration

Storage Provisioning
If you want to override the default BIOS settings, select a BIOS pelicy that will be assoclated with this service profile

Networking BIOS Policy - | UCS-CDP-BIOS *

SAN Connectivity
(#) External IPMI/Redfish Management Configuration

Zoning
& Management IP Address

vNIC/vHBA Placement
(#) Monitoring Configuration (Thresholds)

vMedia Palicy
(=) Power Control Policy Configuration

Server Boot Order Power control policy determines power allocation for a server in a given power group.
Power Control Policy : | NoPowercap ¥ Create Power Control Palicy

Maintenance Policy

¥ Scrub Policy

Server Assignment

#) KM Management Policy

Operational Policies

(¥ Graphics Card Policy

%) Persistent Memaorv Policy

< Prev m Cancel

16. Click Finish to create the Service Profile template.

Create Service Profiles from Template
To create a Service Profile from a template, follow these steps:

1. Right-click the Service Profile Template and select Create Service profile from Template.

Figure 50 Create Service Profile from Template

Create Service Profiles From Template 7 X

Naming Prefic  © | UCS-CDP-DataMade
Mame Suffix Starting Mumber @ |1

Nurnber of Instances 24

88



Deployment Hardware and Software

o6 20026

‘ﬁ The Service profile will automatically assign to servers discovered and meets the requirement of
Server Pool.

2. Repeat the steps above to create service profile template(s) and service profile(s) according to different de-
ployment scenario.

Install Red Hat Enterprise Linux 7.6

This section provides detailed procedures for installing Red Hat Enterprise Linux Server using Software RAID (OS
based Mirroring) on Cisco UCS C240 M5 servers. There are multiple ways to install the RHEL operating system.

The installation procedure described in this deployment guide uses KVM console and virtual media from Cisco
UCS Manager.

ﬁ In this study, RHEL version 7.6 DVD/ISO was utilized for OS the installation on Cisco UCS C240 M5 Rack
Servers.

To install the Red Hat Enterprise Linux 7.6 operating system, follow these steps:

1. Log into the Cisco UCS Manager.

2. Select the Equipment tab.

3. In the navigation pane expand Rack-Mounts and then Servers.
4. Right-click the server and select KVM console.

5. In the right pane, click the KVM Console >>.
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‘el UCS Manager / J14-Bigdata-TPC-M5

= Equipment / Rack-Mounts /| Servers / Server 3 (NameNode03)

E * Equipment General Inventory Virtual Machines Hybrid Display Instal

Fault Summary

® V) O

» Chassis 3 0 5 0 0

» Cha

|§] * Rack-Mounts Status

Overall Status : 4 OK

+) Status Details

» Server 1 (NameNode01-Admin) Actions

er 2 (NameNo

Create Service Profile

Server 3 (NameNode03) @

Server 4

Server 5

Server 14 Shutdown Server
Reset

Recover Server

- Server Maintenance
Server 17 ’

n : KVM Console >~
Server 18

Server 19

Turn on Locator LED

Server 20
lnlAml ED Rittmme

6. Click the link to launch the KVM console.
7. Point the cursor over the top right corner and select the Virtual Media tab.

8. Click the Activate Virtual Devices found in Virtual Media tab.

el ves VM B =sthnemE 2 G

Creste Image
raperties

9. Click the Virtual Media tab to select CD/DVD.
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F = C % = ? C
Create Image

Deactivate

Removable Disk

Floppy Disk

10. Select Map Drive in the Virtual Disk Management windows.

11. Browse to the Red Hat Enterprise Linux 7.6 installer ISO image file.

# The Red Hat Enterprise Linux 7.6 Server DVD is assumed to be on the client machine.

Virtual Disk Management

CD/DVD Choose File |rhel-server-7...6_64-dvd.iso
~'Read Only
Map Drive

To share files/folders you can drag and drop them in the area below or in the video display
area.

Drop files/folders here

12. Click Open to add the image to the list of virtual media.

13. Select the Installation option from Red Hat Enterprise Linux 7.6.
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14. Select the language for the installation and click Continue.

15. Select date and time, which pops up another window as shown below.

INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

Eus Helpl

LOCALIZATION

NG KEYBOARD
s English (US)
E LANGUAGE SUPPORT
English (United States)
SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Minimal Install
SYSTEM
° INSTALLATION DESTINATION KDUMP
A No disks selected Kdump is enabled

9 NETWORK & HOST NAME n SECURITY POLICY

Not connected No profile selected

16. Select the location on the map, set the time, and click Done.
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UCS KVM

RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

B
~ 1| os Angeles - A k Tirr OFF »
AM/PM Z ot .
17. Click Installation Destination.
UCS KVM
INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

Eus Help!

LOCALIZATION

DATE & TIME KEYBOARD

Americas/Los Angeles timezone English (US)
E LANGUAGE SUPPORT

English (United States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Infrastructure Server
SYSTEM

[ | | HAeSTHLLATION DESTIATX KDUMP
Iy, No disks salected Kdump is enabled

» NETWORK & HOST NAME SECURITY POLICY
6 Not connected No profile selected

18. This opens a new window with the boot disks. Make the selection and choose “I will configure partitioning”.
Click Done. We selected two M.2 SATA SSDs.
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INSTALLATION DESTINATION RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

-

Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation” button.
Local Standard Disks

19.63 TiB 223.57 GiB 223.57 GiB
Cisco UCSC-RAID12GP-4G ATA Micron_5100_MTFD ATA Micron_5100_MTFD
sda / 19.63TiB free sdb / 223.57 GiB free sdc / 223.57 GiB free

Disks left unselected here will not be touched
Specialized & Network Disks

Add a disk...

Disks left unselected here will not be touched.
Other Storage Options
Partitioning
Automatically configure partitioning. | (#) | will configure partitioning.

Encryption
Encrypt my data

Full disk summary and boot loader... 2 disks selected; 447.14 GIB capacity, 447.14 GiB free Refresh..

19. This opens a window to create the partitions. Click the + sign to add a new partition as shown below with a
boot partition size 2048 MB.

20. Click Add Mount Point to add the partition.
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ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

Mount Point: /boot

Desired Capacity: 2048mb

Cancel Add mount point
N

21. Change the device type to RAID and make sure the RAID level is RAID T (redundancy) and click Update Set-
tings to save the changes.
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MANUAL PARTITIONING RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
-
~ New Red Hat Enterprise Linux 7.6 Installation sdbl
Mount Point: Device(s):
ESE——.— ..
Desired Capacity: ATA Micron.5100_MTFD (sdb) and 1
other
1953 MiB
Modify...
Bevice Type: RAID Level:
RAID = Encrypt RAID1 (Redundancy -
File System:
xfs - v
Label: Name:
boot
Update Settings
Note: The settings you make on this screen will not
+ - c be applied until you click on the main menu’s ‘Begin
Installation’ button
AVAILABLE SPACE TOTAL SPACE
445.23 GiB @ 447.14 GiB
2 storage devices selected Reset All

22. Click the + sign to create the swap partition of size 2048 MB. Click Add Mount Point.
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ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

Mount Point: swap

Desired Capacity: = 2048mb

Add mount point
k-

23. Change the Device type to RAID and RAID level to RAID1 (Redundancy) and click Update Settings.
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MANUAL PARTITIONING RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
=
~ New Red Hat Enterprise Linux 7.6 Installation rhel-swap
Mount F Device(s):
/boot 1953 MiB
boot
other
1952 MiB
Modify.
Device Type: RAID Level:
RAID = Encrypt RAID1 (Redundancy -
File System:
swap v | A
Label: Name:
swap
Update Simnga
Note: The settings you make on this screen will not
+ - ¢ be applied until you click on the main menu's ‘Begin
Installation’ button.
AVAILABLE SPACE TOTAL SPACE
441.41 GiB | 447.14 GiB
2 storage devices selected Reset All

24 Click + to add the / partition. The size can be left empty so it will use the remaining capacity. Click Add
Mountpoint.
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ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

Mount Point: / ] -

Desired Capacity:

Add ngum point

25. Change the Device type to RAID and RAID level to RAID1 (Redundancy). Click Update Settings.
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MANUAL PARTITIONING RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
-
~ New Red Hat Enterprise Linux 7.6 Installation root
Mount Point: Device(s):
/boot 1953 MiB
boot /
other
> 219.63 GiB
Swap 1952 MiB
swap
Modify.
Device Type: RAID Level:
RAID v Encrypt RAID1 (F -
File System:
xfs - v e
Label: Name:
root
k
Note: The settings you make on this screen will not
+ - c be applied until you click on the main menu’s ‘Begin
Installation’ button.
AVAILABLE SPACE OTAL SPACE
3185 KiB 14 GiB
2 storage devices selected Reset All

26. Accept Changes.

100



Deployment Hardware and Software

SUMMARY OF CHANGES

Your customizations will result in the following changes taking effect after you return to the main menu and begin installation

Destroy Format
troy Format
e Format
Create Device
Create Device

Create Device

Create For

W 00 N OV bW N

Create For

-
- O

e
N

Create Device

Unknown sdc
Unknown sdb
partition table (MSDOS)
partition

partition

partition

software RAID

software RAID

software RAID

partition table (MSDOS)
partition

partition

Cancel & Return to Custom Partitioning

27. Click Done to go back to the main screen and continue the Installation.

28. Click Software Selection.

thaln
cisco

UCS KVM

Server

29.

INSTALLATION SUMMARY

LOCALIZATION

©

SOFTWARE

SYSTEM

o

DATE & TIME
Americas/Los Angeles timezone

LANGUAGE SUPPORT
English (United States)

INSTALLATION SOURCE
Local media

INSTALLATION DESTINATION
No disks selected

NETWORK & HOST NAME
Not connected
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RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
Bus Helpl

KEYBOARD
English (US)

SOFTWARE SELECTION
Minimal Install

X

KDUMP
Kdump is enabled

SECURITY POLICY
No profile selected

Quit

Select Infrastructure Server and select the Add-0Ons as noted below, then click Done:
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Network File System Client

o o

Performance Tools

o

Compatibility Libraries

d. Development Tools

e. Security Tools

SOFTWARE SELECTION RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
e
Base Environment Add-Ons for Selected Environment
Minimal Install Java support for the Red Hat Enterprise Linux Server and Desktop Platforms.
B ionality.

Large Systems Performance
Performance support tools for large systems
Load Balancer
File and Print Server Load balancing support for network traffic
t s for enterpri N
File, print, and storage server for enterprises MariaDB Database Server
Basic Web Server The MariaDB SGL database s
Server for serving static and dynamic Internet content

Virtualization Host
Minimal virtualization host

<

Performance Tools
Server with GUI Tools for diagnosing system and application-level performance problems

Server for operating network infrastructy es, with a GUI

PostgreSQL Database Server

The PostgreSGL SQL database server, and associated packages.

Print Server

Allows the system to act as a print secver

Remote Management for Linux

Remote management interface for Red Hat Enterprise Linux, including
OpenlM! and SNMP,

Virtualization Hypervisor

Smallest possible virtualization host installation

<

Compatibility Libraries
Compatibility ibraries for applications built on previous versions of Red Hat
Enterprise Linux
Development Tools
13 A basic development environment
¥ Security Tools
Security tools for integrity and trust verification
Smart Card Support
Support for using smart card authentication
System Administration Tools
Utilities useful in system administration

<

30. Click Network and Hostname and configure Hostname and Networking for the Host.
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wifafn

UCS KVM

Server

INSTALLATION SUMMARY

LOCALIZATION

DATE & TIME
Americas/Los Angeles timezone

LANGUAGE SUPPORT
English (United States)

SOFTWARE
INSTALLATION SOURCE
Local media

SYSTEM

e INSTALLATION DESTINATION
\

Custom partitioning selected

371. Type in the hostname as shown below.
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KEYBOARD
English (US)

SOFTWARE SELECTION
Infrastructure Server

KDUMP
Kdump is enabled

SECURITY POLICY

No profile selected
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NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

-

73 Ethernet (enp63s0) 7 | Ethernet (enp63s0) OFF

< Cisco Systems Inc VIC Ethernet NIC /
" Disconnected

Hardware Address 00:25:85:BD:14:02

Speed 40000 Mb/s

+ Conng‘e...

Host name: | rhel03.cdp.cisco.local Apply Current host name: localhost

32. Click Configure to open the Network Connectivity window. Click IPv4 Settings.

33. Change the Method to Manual and click Add to enter the IP Address, Netmask and Gateway details.
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NETWORK & HOST NAME RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

owe

F1 Ethernet (ggze2et =
<~ Cisco Systems | Editing enp63s0 Lo

Connection name: enp63s0

General Ethernet 802.1X Security DCB Proxy IPv4 Settings IPv6 Settings
Method: | Manual -
Addresses
Addre : Add
10.13.1.33 24 10.13.1.1
Delete
DNS servers:
Search domains:
Require IPv4 addressing for this connection to complete
Routes...
+ _ Configure...
Cancel Save
Host name: | rhel03.cdp.cisco.local Apply

34. Click Save, update the hostname, and turn Ethernet ON. Click Done to return to the main menu.

35. Click Begin Installation in the main menu.

105



Deployment Hardware and Software

UCS KVM

INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

Eus Help!

LOCALIZATION

DATE & TIME KEYBOARD
Americas/Los Angeles timezone English (US)

LANGUAGE SUPPORT
English (United States)

RO

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Infrastructure Server
SYSTEM
° INSTALLATION DESTINATION KDUMP
NI Custom partitioning selected Kdump is enabled
9 NETWORK & HOST NAME SECURITY POLICY
é Wired (enp63s0) connected No profile selected

Quit

36. Select Root Password in the User Settings.
37. Enter the Root Password and click Done.

ROOT PASSWORD RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

The root account is used for administering the system. Enter a password for the root user

Root Password sesssscnce

Strong

Confirm ssscsssnee

38. Once the installation is complete, reboot the system.
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Y UCS KVM

CONFIGURATION RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
ERus Help!

O &

Red Hat Enterprise Linux is now successfully installed and r
Go ahead and rebc

39. Repeat steps 1 to 38 to install Red Hat Enterprise Linux 7.6 on Servers 2 through 30.

# The OS installation and configuration of the nodes that is mentioned above can be automated
through PXE boot or third-party tools.

# Please see the Appendix, section Configure Cisco Boot Optimized M.2 RAID Controller for Installation
steps for Cisco Boot Optimized M.2 RAID Controller.

The hostnames and their corresponding IP addresses are shown in Table 4 .

Table 4 Hostname and IP address

Hostname EthO

rhel01 10.13.1.31
rhel02 10.13.1.32
rhel03 10.13.1.33
rhel04 10.13.1.34
rhel05 10.13.1.35
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Rhel29 10.13.1.59

Rhel30 10.13.1.60

# Multi-homing configuration is not recommended in this design, so please assign only one network inter-
face on each host.

& For simplicity, outbound NATing is configured for internet access when desired, such as accessing pub-
lic repos and/or accessing Red Hat Content Delivery Network. However, configuring outbound NAT is
beyond the scope of this document.

Post OS Install Configuration

Choose one of the nodes of the cluster or a separate node as the Admin Node for management, such as CDP DC
installation, Ansible, creating a local Red Hat repo, and others. In this document, we used rhelO1 for this purpose.

Configure /etc/hosts

Setup /etc/hosts on the Admin node; this is a pre-configuration to setup DNS as shown in the next section.

# For the purpose of simplicity, /etc/hosts file is configured with hostnames in all the nodes. However, in
large scale production grade deployment, DNS server setup is highly recommended. Furthermore,
/etc/hosts file is not copied into containers running on the platform.

Below are the sample A records for DNS configuration within Linux environment:

ORIGIN hdp3.cisco.local
rhel0l A 10.13.1.31
rhel02 A 10.13.1.32
rhel03 A 10.13.1.33

rhel29 A 10.13.1.59
rhel30 A 10.13.1.60

To create the host file on the admin node, follow these steps:
1. Log into the Admin Node (rhel01).
#ssh 10.13.1.31

2. Populate the host file with IP addresses and corresponding hostnames on the Admin node (rhel01) and other
nodes as follows:

3. On Admin Node (rhel01):

[root@rhel0l ~]# cat /etc/hosts

127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomainé
HE N localhost localhost.localdomain localhost6 localhost6.localdomain6
10.13.1.31 rhelOl.cdp.cisco.local

10.13.1.32 rhelO2.cdp.cisco.local
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10.13.1.33 rhel03.cdp.cisco.local
10.13.1.34 rhelO4.cdp.cisco.local
10.13.1.35 rhelO5.cdp.cisco.local
10.13.1.36 rhelO6.cdp.cisco.local
10.13.1.37 rhelO7.cdp.cisco.local
10.13.1.38 rhel08.cdp.cisco.local
10.13.1.39 rhel09.cdp.cisco.local
10.13.1.40 rhellO.cdp.cisco.local
10.13.1.41 rhelll.cdp.cisco.local
10.13.1.42 rhell2.cdp.cisco.local
10.13.1.43 rhell3.cdp.cisco.local
10.13.1.44 rhelld4.cdp.cisco.local
10.13.1.45 rhell5.cdp.cisco.local
10.13.1.46 rhell6.cdp.cisco.local
10.13.1.47 rhell7.cdp.cisco.local
10.13.1.48 rhell8.cdp.cisco.local
10.13.1.49 rhell9.cdp.cisco.local
10.13.1.50 rhel20.cdp.cisco.local
10.13.1.51 rhel2l.cdp.cisco.local
10.13.1.52 rhel22.cdp.cisco.local
10.13.1.53 rhel23.cdp.cisco.local
10.13.1.54 rhel24.cdp.cisco.local
10.13.1.55 rhel25.cdp.cisco.local
10.13.1.56 rhel26.cdp.cisco.local
10.13.1.57 rhel27.cdp.cisco.local
10.13.1.58 rhel28.cdp.cisco.local

Set Up Passwordless Login

To manage all the nodes in a cluster from the admin node password-less login needs to be setup. It assists in
automating common tasks with Ansible, and shell-scripts without having to use passwords.

To enable password-less login across all the nodes when Red Hat Linux is installed across all the nodes in the
cluster, follow these steps:

1. Log into the Admin Node (rhel01).

#ssh 10.13.1.31

2. Run the ssh-keygen command to create both public and private keys on the admin node.

# ssh-keygen -N '' -f ~/.ssh/id rsa
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Figure 51 Ssh-keygen
[root@rhel0l ~]# ssh-keygen -N '°' £f ~/.s88h/id rsa
Generating public/private rsa key pair. g

Created directory '/root/.ssh'

Your identi cation has en saved in /root/.ssh/id rsa.

Your public key has been saved in /root/. 55!1/1(141'5.: .pub.
The key fingerprint is:
SHA256 : YAnkweNMBgxDy 6BxLIpH/H5D2UY0U/DA7+MOkdDmbaw rootiirhelOl . hdp3.cisco.local
The key's randomart image is:
4+~~~ [RSA 2048) +
o+

« . %0

3. Run the following command from the admin node to copy the public key id_rsa.pub to all the nodes of the
Cluster. ssh-copy-1id appends the keys to the remote-hosts .ssh/authorized keys.

# for i in {01..28}; do echo "copying rhel$i.cdp.cisco.local"; ssh-copy-id -i
~/.ssh/id rsa.pub root@rhel$i.cdp.cisco.local; done;

4. Enter yes for Are you sure you want to continue connecting (yes/no)?

5. Enter the password of the remote host.

Create a Red Hat Enterprise Linux (RHEL) 7.6 Local Repository

To create a repository using RHEL DVD or ISO on the admin node (in this deployment rhel01 is used for this
purpose), create a directory with all the required RPMSs, run the “createrepo” command and then publish the
resulting repository.

To create a RHEL 7.6 local repository, follow these steps:

1. Log into rhelO1. Create a directory that would contain the repository.

# mkdir -p /var/www/html/rhelrepo

N

Copy the contents of the Red Hat DVD t0 /var/www/html/rhelrepo
3. Alternatively, if you have access to a Red Hat ISO Image, Copy the ISO file to rhel01.

4. Log back into rhelO1 and create the mount directory.

=

scp rhel-server-7.6-x86 64-dvd.iso rhel0Ol:/root/
mkdir -p /mnt/rheliso
# mount -t 1509660 -o loop /root/rhel-server-7.6-x86 64-dvd.iso /mnt/rheliso/

=

5. Copy the contents of the ISO to the /var/www/html/rhelrepo directory.

# cp -r /mnt/rheliso/* /var/www/html/rhelrepo

6. OnrhelO1 create a .repo file to enable the use of the yum command.

# vi /var/www/html/rhelrepo/rheliso.repo
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[rhel7.6]

name=Red Hat Enterprise Linux 7.6
baseurl=http://10.13.1.31/rhelrepo
gpgcheck=0

enabled=1

7. Copy rheliso.repo file from /var/www/html/rhelrepo to /etc/yum.repos.d on rhel01.

# cp /var/www/html/rhelrepo/rheliso.repo /etc/yum.repos.d/

# Based on this repository file, yum requires httpd to be running on rhel01 for other nodes to access
the repository.

8. To make use of repository files on rhelO1 without httpd, edit the baseurl of repo file
/etc/yum.repos.d/rheliso.repo 0 point repository location in the file system.

# This step is needed to install software on Admin Node (rhel01) using the repo (such as httpd, create-
repo, and so on.)

# vi /etc/yum.repos.d/rheliso.repo
[rhel7.6]

name=Red Hat Enterprise Linux 7.6
baseurl=file:///var/www/html/rhelrepo
gpgcheck=0

enabled=1

Create the Red Hat Repository Database

To create the Red Hat repository database, follow these steps:

1. Install the “createrepo” package on admin node (rhel01). Use it to regenerate the repository database(s) for
the local copy of the RHEL DVD contents.

# yum -y install createrepo

2. Run “createrepo” on the RHEL repository to create the repo database on admin node

# cd /var/www/html/rhelrepo
# createrepo

Figure 52 createrepo
[root@rhelO0l rhelrepol]# createrepo .

Set Up Ansible

To set up Ansible, follow these steps:

1. Download Ansible rom from the following link: https://releases.ansible.com/ansible/rpm/release/epel-7 -
x86 64/ansible-2.7.11-1.el/ ans.noarch.rom
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H

wget https://releases.ansible.com/ansible/rpm/release/epel-7-x86 64/ansible-
.7.11-1.el7.ans.noarch.rpm

N

2. Run the following command to install ansible:

# yum localinstall -y ansible-2.7.11-1.el7.ans.noarch.rpm

3. Verify Ansible installation by running the following commands:

# ansible --version
ansible 2.7.11
config file = /etc/ansible/ansible.cfg
configured module search path = [u'/root/.ansible/plugins/modules’,
u'/usr/share/ansible/plugins/modules']
ansible python module location = /usr/lib/python2.7/site-packages/ansible
executable location = /usr/bin/ansible
python version = 2.7.5 (default, Sep 12 2018, 05:31:16) [GCC 4.8.5 20150623 (Red
Hat 4.8.5-36) ]

# ansible localhost -m ping
[WARNING] : provided hosts list is empty, only localhost is available. Note that the
implicit localhost does not match 'all'

localhost | SUCCESS => {
"changed": false,
"failed": false,
"ping": "pong"

}

4. Prepare the host inventory file for Ansible as shown below. Various host groups have been created based on
any specific installation requirements of certain hosts.

[root@rhel0l ~]# cat /etc/ansible/hosts
[admin]
rhelOl.cdp.cisco.local

[namenodes]
rhelOl.cdp.cisco.local
rhel02.cdp.cisco.local
rhel03.cdp.cisco.local

[datanodes]
rhelO4.cdp.cisco.local
rhel05.cdp.cisco.local
rhel06.cdp.cisco.local
rhel07.cdp.cisco.local
rhel08.cdp.cisco.local
rhel09.cdp.cisco.local
rhellO.cdp.cisco.local
rhelll.cdp.cisco.local
rhell2.cdp.cisco.local
rhell3.cdp.cisco.local
rhell4d.cdp.cisco.local
rhell5.cdp.cisco.local
rhell6.cdp.cisco.local
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rhell7.cdp.cisco.local
rhell8.cdp.cisco.local
rhell9.cdp.cisco.local
rhel20.cdp.cisco.local
rhel2l.cdp.cisco.local
rhel22.cdp.cisco.local
rhel23.cdp.cisco.local
rhel24.cdp.cisco.local
rhel25.cdp.cisco.local
rhel26.cdp.cisco.local
rhel27.cdp.cisco.local
rhel28.cdp.cisco.local

[nodes]
rhelOl.cdp.cisco.local
rhel02.cdp.cisco.local
rhel03.cdp.cisco.local
rhelO4.cdp.cisco.local
rhel05.cdp.cisco.local
rhelO6.cdp.cisco.local
rhel07.cdp.cisco.local
rhel08.cdp.cisco.local
rhel09.cdp.cisco.local
rhellO.cdp.cisco.local
rhelll.cdp.cisco.local
rhell2.cdp.cisco.local
rhell3.cdp.cisco.local
rhelld.cdp.cisco.local
rhell5.cdp.cisco.local
rhell6.cdp.cisco.local
rhell7.cdp.cisco.local
rhell8.cdp.cisco.local
rhell9.cdp.cisco.local
rhel20.cdp.cisco.local
rhel2l.cdp.cisco.local
rhel22.cdp.cisco.local
rhel23.cdp.cisco.local
rhel24.cdp.cisco.local
rhel25.cdp.cisco.local
rhel26.cdp.cisco.local
rhel27.cdp.cisco.local
rhel28.cdp.cisco.local

5. Verify host group by running the following commands. Error! Reference source not found. shows the outcome
f the ping command.

# ansible datanodes -m ping

Install httpd

Setting up the RHEL repository on the admin node requires httpd. To set up RHEL repository on the admin node,
follow these steps:

1. Install httpd on the admin node to host repositories:
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# The Red Hat repository is hosted using HTTP on the admin node; this machine is accessible by all the
hosts in the cluster.

# yum -y install httpd

2. Add ServerName and make the necessary changes to the server configuration file:

# vi /etc/httpd/conf/httpd.conf
ServerName 10.13.1.31:80

3. Start httpd:

# service httpd start
# chkconfig httpd on

Disable the Linux Firewall

& The default Linux firewall settings are too restrictive for any Hadoop deployment. Since the Cisco UCS
Big Data deployment will be in its own isolated network there is no need for that additional firewall.

# ansible all -m command -a "firewall-cmd --zone=public --add-port=80/tcp --
permanent"

# ansible all -m command -a "firewall-cmd --reload"

# ansible all -m command -a "systemctl disable firewalld"

Set Up All Nodes to use the RHEL Repository

To set up all noes to use the RHEL repository, follow these steps:

# Based on this repository file, yum requires httpd to be running on rhel1 for other nodes to access the
repository.

1. Copy the rheliso.repo to all the nodes of the cluster:

# ansible nodes -m copy -a "src=/var/www/html/rhelrepo/rheliso.repo
dest=/etc/yum.repos.d/."

2. Copy the /etc/hosts file to all nodes:

# ansible nodes -m copy —-a "src=/etc/hosts dest=/etc/hosts"

3. Purge the yum caches:

# ansible nodes -a “yum clean all”
# ansible nodes -a “yum repolist”

# While the suggested configuration is to disable SELinux as shown below, if for any reason SELinux

needs to be enabled on the cluster, run the following command to make sure that the httpd can read

the Yum repofiles.
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#chcon -R -t httpd sys content t /var/www/html/

Disable SELinux

ﬂ SELinux must be disabled during the install procedure and cluster setup. SELinux can be enabled after
installation and while the cluster is running.

SELinux can be disabled by editing /etc/selinux/config and changing the SELINUX line to
SELINUX=disabled

To disable SELinux, follow these steps:

1. The following command will disable SELINUX on all nodes:

# ansible nodes -m shell -a "sed -i 's/SELINUX=enforcing/SELINUX=disabled/g'
/etc/selinux/config"
# ansible nodes -m shell -a "setenforce 0"

# The above command may fail if SELinux is already disabled. This requires reboot to take effect.

2. Reboot the machine, if needed for SELinux to be disabled in case it does not take effect. It can be checked
using the following command:

# ansible namenodes -a "sestatus"
rhelOl.cdp.cisco.local | CHANGED | rc=0 >>
SELinux status: disabled

rhelO02.cdp.cisco.local | CHANGED | rc=0 >>
SELinux status: disabled

rhel03.cdp.cisco.local | CHANGED | rc=0 >>
SELinux status: disabled

Upgrade the Cisco Network Driver for VIC1387

The latest Cisco Network driver is required for performance and updates. The latest drivers can be downloaded
from the link below:

https://software.cisco.com/download/home/283862063/tvpe/283853158/release/4.0(4)

In the ISO image, the required driver kmod-enic-3.2.210.27-738.37.rhel7u6.x86 64.rpm
can be located at \Network\Cisco\VIC\RHEL\RHEL7.6\.

To upgrade the Cisco Network Driver for VIC1387, follow these steps:

From a node connected to the Internet, download, extract and transfer kmod-enic-.rpm
to rhel0l (admin node) .

1. Copy the rom on all nodes of the cluster using the following Ansible commands. For this example, the rpm is
assumed to be in present working directory of rhel01:

[root@rhel0l ~]# ansible all -m copy -a "src=/root/ kmod-enic-3.2.210.27-
738.37.rhel7u6.x86 64.rpm dest=/root/."
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2. Use the yum module to install the enic driver rpm file on all the nodes through Ansible:

[root@rhel0l ~]# ansible all -m yum -a “name=/root/ kmod-enic-3.2.210.27-
738.37.rhel7u6.x86 64.rpm state=present”

Make sure that the above installed version of kmod-enic driver is being used on all
nodes by running the command "modinfo enic" on all nodes:

[root@rhelO0l ~]# ansible all -m shell -a "modinfo enic | head -5"

3. ltis recommended to download the kmod-megaraid driver for higher performance. The RPM can be found in
the same package at: \Storage\LSI\Cisco_Storage_12G_SAS_RAID_controlle\RHEL\RHEL 7 .6\kmod-
megaraid_sas-07.708.03.00_el7.6-2.x86_64.rpm

4. Copy the rpm on all nodes of the cluster using the following Ansible commands. For this example, the rpm is
assumed to be in present working directory of rhelO1:

[root@rhelOl ~]# ansible all -m copy -a "src=/root/ kmod-megaraid sas-
07.708.03.00 el17.6-2.x86 64.rpm dest=/root/."

5. Use the yum module to install the enic driver rom file on all the nodes through Ansible:

[root@rhelOl ~]# ansible all -m yum —-a “name=/root/ kmod-megaraid sas-

07.708.03.00 el7.6-2.x86_64.rpm state=present”

Make sure that the above installed version of kmod-megaraid sas driver is being used
on all nodes by running the command "modinfo enic" on all nodes:

[root@rhelOl ~]# ansible all -m shell -a "modinfo megaraid sas | head -5"

Set Up JAVA
To setup JAVA, follow these steps:

‘ﬂ CDP DC 7 requires JAVA 8.

1. Download jdk-8u211-linux-x64.rom and src the rom to admin node (rhel01) from the link:
https://www.oracle.com/technetwork/java/javase/downloads/[dk8-downloads-2133151.html

2. Copy JDK rpm to all nodes:

# ansible nodes -m copy -a "src=/root/jdk-8u24l-linux-x64.rpm dest=/root/."

3. Extract and Install JDK all nodes:

# ansible all -m command -a "rpm -ivh jdk-8u24l1-linux-x64.rpm "

4. Create the following files java-set-alternatives.sh and java-home.sh on admin node (rhel01):

# vi java-set-alternatives.sh

#!/bin/bash

for item in java javac javaws jar jps javah javap jcontrol jconsole jdb; do

rm -f /var/lib/alternatives/S$Sitem

alternatives --install /usr/bin/S$item $item /usr/java/jdkl.8.0 241-amd64/bin/S$item
9

alternatives --set Sitem /usr/java/jdk1l.8.0 241-amd64/bin/S$item
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done

# vi java-home.sh
export JAVA HOME=/usr/java/jdkl.8.0 241-amd64

5. Make the two java scripts created above executable:

chmod 755 ./java-set-alternatives.sh ./java-home.sh

6. Copying java-set-alternatives.sh to all nodes.

ansible nodes -m copy -a "src=/root/java-set-alternatives.sh dest=/root/."
ansible nodes -m file -a "dest=/root/java-set-alternatives.sh mode=755"
ansible nodes -m copy -a "src=/root/java-home.sh dest=/root/."

ansible nodes -m file -a "dest=/root/java-home.sh mode=755"

7. Setup Java Alternatives

[root@rhelOl ~]# ansible all -m shell -a "/root/java-set-alternatives.sh"

8. Make sure correct java is setup on all nodes (should point to newly installed java path).

# ansible all -m shell -a "alternatives --display java | head -2"
rhelOl.cdp.cisco.local | CHANGED | rc=0 >>

java - status is manual.

link currently points to /usr/java/jdkl.8.0 241-amd64/bin/java

rhelO4.cdp.cisco.local | CHANGED | rc=0 >>
java - status is manual.
link currently points to /usr/java/jdkl.8.0 241-amd64/bin/java

rhel05.cdp.cisco.local | CHANGED | rc=0 >>
java - status is manual.
link currently points to /usr/java/jdkl.8.0 241-amd64/bin/java

9. Setup JAVA_HOME on all nodes.

# ansible all -m copy -a "src=/root/java-home.sh dest=/etc/profile.d"

10. Display JAVA_HOME on all nodes.

# ansible all -m command -a "echo $JAVA HOME"
rhell9.cdp.cisco.local | CHANGED | rc=0 >>
/usr/java/jdkl.8.0 241-amd64

11. Display current java -version.

# ansible all -m command -a "java -version”
rhel20.cdp.cisco.local | CHANGED | rc=0 >>

java version "1.8.0 241"

Java (TM) SE Runtime Environment (build 1.8.0 241-bll)

Java HotSpot (TM) 64-Bit Server VM (build 25.241-bll, mixed mode)
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Enable Syslog

Syslog must be enabled on each node to preserve logs regarding killed processes or failed jobs. Modern versions
such as syslog-ng and rsyslog are possible, making it more difficult to be sure that a syslog daemon is present.

Use one of the following commands to confirm that the service is properly configured:

# ansible all -m command -a "rsyslogd -v"
# ansible all -m command -a "service rsyslog status"

Set the ulimit

On each node, ulimit -n specifies the number of inodes that can be opened simultaneously. With the default
value of 1024, the system appears to be out of disk space and shows no inodes available. This value should be
set to 64000 on every node.

Higher values are unlikely to result in an appreciable performance gain.
To set ulimit, follow these steps:

1. For setting the ulimit on Redhat, edit “/etc/security/limits.conf” on admin node rhel01 and add the following
lines:

# vi /etc/security/limits.conf
root soft nofile 64000
root hard nofile 64000

2. Copy the /etc/security/limits.conf file from admin node (rhel01) to all the nodes using the following command:

# ansible nodes -m copy -a "src=/etc/security/limits.conf
dest=/etc/security/limits.conf"

3. Make sure that the /etc/pam.d/su file contains the following settings:

# cat /etc/pam.d/su

#%$PAM-1.0

auth sufficient pam_ rootok.so

# Uncomment the following line to implicitly trust users in the "wheel" group.
#auth sufficient pam wheel.so trust use uid

# Uncomment the following line to require a user to be in the "wheel" group.
#auth required pam wheel.so use uid

auth include system-auth

auth include postlogin

account sufficient pam_succeed if.so uid = 0 use uid quiet
account include system-auth

password include system-auth

session include system-auth

session include postlogin

session optional pam_xauth.so

ﬁ The ulimit values are applied on a new shell, running the command on a node on an earlier instance of a
shell will show old values.
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Set TCP Retries

Adjusting the tcp_retries parameter for the system network enables faster detection of failed nodes. Given the
advanced networking features of UCS, this is a safe and recommended change (failures observed at the operating
system layer are most likely serious rather than transitory).

To set TCP retries, follow these steps:

ﬁ On each node, set the number of TCP retries to 5 can help detect unreachable nodes with less latency.

1. Edit the file /etc/sysctl.conf and on admin node rhel01 and add the following lines:

net.ipvéd.tcp retries2=5

Copy the /etc/sysctl.conf file from admin node (rhel0l) to all the nodes using the
following command:

# ansible nodes -m copy -a "src=/etc/sysctl.conf dest=/etc/sysctl.conf"

2. Load the settings from default sysctl file /etc/sysctl.conf by running the following command:

# ansible nodes -m command -a "sysctl -p"

Disable IPv6 Defaults

To disable IPv6 defaults, follow these steps:

1. Run the following command:

# ansible all -m shell -a "echo 'net.ipvé6.conf.all.disable ipv6 = 1' >>
/etc/sysctl.conft"

# ansible all -m shell -a "echo 'net.ipvé6.conf.default.disable ipve = 1' >>
/etc/sysctl.conf"

# ansible all -m shell -a "echo 'net.ipvé6.conf.lo.disable ipvée = 1' >>
/etc/sysctl.conft"

2. Load the settings from default sysctl file /etc/sysctl.conf:

# ansible all -m shell -a "sysctl -p"

Disable Swapping

To disable swapping, follow these steps:

1. Run the following on all nodes. Variable vm. swappiness defines how often swap should be used, 60 is de-
fault:

# ansible all -m shell -a "echo 'vm.swappiness=0' >> /etc/sysctl.conf"

2. Load the settings from default sysctl file /etc/sysctl.conf and verify the content of sysctl.conf:

# ansible all -m shell -a "sysctl -p"
# ansible all -m shell -a "cat /etc/sysctl.conf"
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Disable Memory Overcommit

To disable Memory Overcommit, follow these steps:

1. Run the following on all nodes. Variable vm.overcommit memory=0

# ansible all -m shell -a "echo 'vm.overcommit memory=0' >> /etc/sysctl.conf"

2. Load the settings from default sysctl file /etc/sysctl.conf and verify the content of sysctl.conf:

ansible all -m shell -a "sysctl —-p"

ansible all -m shell -a "cat /etc/sysctl.conf"
hel28.cdp.cisco.local | CHANGED | rc=0 >>

sysctl settings are defined through files in

/usr/lib/sysctl.d/, /run/sysctl.d/, and /etc/sysctl.d/.

#

#

r

#

#

#

# Vendors settings live in /usr/lib/sysctl.d/.

# To override a whole file, create a new file with the same in
# /etc/sysctl.d/ and put new settings there. To override

# only specific settings, add a file with a lexically later
# name in /etc/sysctl.d/ and put new settings there.

#

# For more information, see sysctl.conf(5) and sysctl.d(5).
net.ipv4.tcp retries2=5

net.ipvé6.conf.all.disable ipv6e = 1
net.ipvé6.conf.default.disable ipv6 = 1
net.ipvé6.conf.lo.disable ipv6 = 1

vm.swappiness = 0

vm.overcommit memory = 0

Disable Transparent Huge Pages
Disabling Transparent Huge Pages (THP) reduces elevated CPU usage caused by THP.

To disable Transparent Huge Pages, follow these steps:

1. You must run the following commands for every reboot; copy this command to /etc/rc.local so they are exe-
cuted automatically for every reboot:

# ansible all -m shell -a "echo never > /sys/kernel/mm/transparent hugepage/enabled”
# ansible all -m shell -a "echo never > /sys/kernel/mm/transparent hugepage/defrag"

2. Onthe Admin node, run the following commands:

#rm —-f /root/thp disable

#echo "echo never > /sys/kernel/mm/transparent hugepage/enabled" >>
/root/thp disable

#echo "echo never > /sys/kernel/mm/transparent hugepage/defrag " >>
/root/thp disable

3. Copy file to each node:

# ansible nodes -m copy -a "src=/root/thp disable dest=/root/thp disable"
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4. Append the content of file thp disable t0 /etc/rc.d/rc.local:

# ansible nodes -m shell -a "cat /root/thp disable >> /etc/rc.d/rc.local"
# ansible nodes -m shell -a "chmod +x /etc/rc.d/rc.local"

NTP Configuration

The Network Time Protocol (NTP) is used to synchronize the time of all the nodes within the cluster. The Network
Time Protocol daemon (ntpd) sets and maintains the system time of day in synchronism with the timeserver
located in the admin node (rhel01). Configuring NTP is critical for any Hadoop Cluster. If server clocks in the
cluster drift out of sync, serious problems will occur with HBase and other services.

To configure NTP, follow these steps:

# ansible all -m yum -a "name=ntp state=present”

‘ﬂ Installing an internal NTP server keeps your cluster synchronized even when an outside NTP server is
inaccessible.

1. Configure /etc/ntp.conf on the admin node only with the following contents:

# vi /etc/ntp.conf

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

server 127.127.1.0

fudge 127.127.1.0 stratum 10
includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

2. Create /root/ntp.conf on the admin node and copy it to all nodes:

# vi /root/ntp.conf

server 10.13.1.31

driftfile /var/lib/ntp/drift
restrict 127.0.0.1

restrict -6 ::1

includefile /etc/ntp/crypto/pw
keys /etc/ntp/keys

3. Copy ntp.conf file from the admin node to /etc of all the nodes by executing the following commands in the
admin node (rhel01):

# ansible nodes -m copy -a “src=/root/ntp.conf dest=/etc/ntp.conf”

4. Run the following to syncronize the time and restart NTP daemon on all nodes:

ansible all -m service -a “name=ntpd state=stopped”
ansible all -m command -a “ntpdate rhelOl.cdp.cisco.local”
ansible all -m service -a “name=ntpd state=started”

+ = 3

5. Make sure to restart of NTP daemon across reboots:
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# ansible all -a "systemctl enable ntpd"

6. Verify NTP is up and running in all nodes by running the following commands:

# ansible all -a "systemctl status ntpd"

ﬂ Alternatively, the new Chrony service can be installed, which is quicker to synchronize clocks in mo-
bile and virtual systems.

N

Install the Chrony service:

# ansible all -m yum -a "name=chrony state=present"

8. Activate the Chrony service at boot:

# ansible all -a "systemctl enable chronyd"

9. Start the Chrony service:

# ansible all -m service -a "name=chronyd state=started"
# systemctl start chronyd

10. The Chrony configuration is in the /etc/chrony.conf file, configured similar to /etc/ntp.conf.

Install Megaraid StorCLI

This section explains the steps needed to install StorCLI (Storage Command Line Tool) which is a command line
interface designed to be easy to use, consistent, and script. For more details, go to:
https://docs.broadcom.com/docs/ 12352476

To install StorCLI, follow these steps:

1. Download StorCLI: https://www.broadcom.com/support/download-
search/?pg=&pf=Rpn=&po=&pa=8&dk=storcli.

2. Extract the .zip file and copy storcli-1.23.02-1.noarch.rom from the linux directory.

3. Download StorCLI and its dependencies and transfer to Admin node:

#scp storcli-1.23.02-1.noarch.rpm rhel0Ol:/root/

4. Copy storcli rpm to all the nodes using the following commands:

# ansible all -m copy -a "src=/root/storcli-1.23.02-1.noarch.rpm dest=/root/."

5. Run this command to install storcli on all the nodes:

# ansible all -m shell -a "rpm -ivh storcli-1.23.02-1.noarch.rpm"

6. Run this command to copy storcli64 to root directory:

# ansible all -m shell -a "cp /opt/MegaRAID/storcli/storcli64d /root/."

122


https://docs.broadcom.com/docs/12352476
https://www.broadcom.com/support/download-search/?pg=&pf=&pn=&po=&pa=&dk=storcli
https://www.broadcom.com/support/download-search/?pg=&pf=&pn=&po=&pa=&dk=storcli

Deployment Hardware and Software

7. Run this command to check the state of the disks:

# ansible all -m shell -a "./storcli6d4 /cO0 show all"

# The Cisco UCS Manager configuration explains the steps to deploy the required storage configuration via
Storage Policy and Storage Profile attached to Service Profile Template for NameNode(s), Management
Node(s), GPU Node(s) and DataNode(s). To configure Storage with StorCLI, go to section Configure Cis-
co Boot Optimized M.2 RAID Controller.

Configure the Filesystem for NameNodes and DataNodes

The following script formats and mounts the available volumes on each node whether it is NameNode or Data
node. OS boot partition will be skipped. All drives are mounted based on their UUID as /data/disk1, /data/disk2,
etc. To configure the filesystem for NameNodes and DataNodes, follow these steps:

1. Onthe Admin node, create a file containing the following script:
#vi /root/driveconf.sh

2. To create partition tables and file systems on the local disks supplied to each of the nodes, run the following
script as the root user on each node:

# This script assumes there are no partitions already existing on the data volumes. If there are parti-
tions, delete them before running the script. This process is in section Delete Partitions.

#vi /root/driveconf.sh

#!/bin/bash

[[ "-x" == "S${1}" ]] && set -x && set -v && shift 1
count=1

for X in /sys/class/scsi _host/host?/scan
do

echo '"- - -' > ${X}

done

for X in /dev/sd?

do

list+=$(echo $X " ")

done

for X in /dev/sd??

do

list+=S$(echo $X "™ ")

done

for X in $list

do

echo "========"

echo $X

echo nme_ e —n

if [[ -b ${X} && “/sbin/parted -s ${X} print quit|/bin/grep -c boot’ -
ne 0

11

then

echo "$X bootable - skipping."

continue

else
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Y=${X#H#*/}1

echo "Formatting and Mounting Drive => ${X}"

166

/sbin/mkfs.xfs —-f ${X}

(( $? )) && continue

#Identify UUID

UUID="blkid ${X} | cut -d " " -f2 | cut -d "=" -£f2 | sed 's/"//g'"
/bin/mkdir -p /data/disk${count}

(( $? )) && continue

echo "UUID of ${X} = ${UUID}, mounting ${X} using UUID on
/data/diskS{count}"

/bin/mount -t xfs -o inode64,noatime,nobarrier -U ${UUID}
/data/diskS$ {count}

(( $? )) && continue

echo "UUID=S${UUID} /data/diskS${count} xfs inode64,noatime,nobarrier 0
0" >> /etc/fstab

((count++))

fi

done

3. Run the following command to copy driveconf.sh to all the nodes:

chmod 755 /root/driveconf.sh
ansible datanodes -m copy -a “src=/root/driveconf.sh dest=/root/.”
ansible nodes -m file -a "dest=/root/driveconf.sh mode=755"

EIEnE

4. Run the following command from the admin node to run the script across all data nodes:

# ansible datanodes -m shell -a “/root/driveconf.sh”

5. Run the following from the admin node to list the partitions and mount points:

ansible datanodes -m shell -a “df -h”
ansible datanodes -m shell -a “mount”
# ansible datanodes -m shell -a “cat /etc/fstab”

+= =

Delete Partitions

To delete a partition, follow these steps:

1. Run the mount command (‘mount’ ) to identify which drive is mounted to which device /dev/sd<?>

2. umount the drive for which partition is to be deleted and run £disk to delete as shown below.

‘ﬂ Be sure not to delete the OS partition since this will wipe out the OS.

# mount
# umount /data/diskl € (diskl shown as example)
# (echo d; echo w;) | sudo fdisk /dev/sd<?>
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Cluster Verification

This section explains the steps to create the script cluster verification.sh that helps to verify the CPU,
memory, NIC, and storage adapter settings across the cluster on all nodes. This script also checks additional
prerequisites such as NTP status, SELinux status, ulimit settings, JAVA_HOME settings and JDK version, IP
address and hostname resolution, Linux version and firewall settings.

To verify a cluster, follow these steps:

# The following script uses cluster shell (clush) which needs to be installed and configured.

1. Create the script cluster_verification.sh as shown, on the Admin node (rhel01).

#vi cluster verification.sh
#!/bin/bash

shopt -s expand aliases,

# Setting Color codes
green="'\e[0;32m"'
red="\e[0;31m'

NC="'\e[Om' # No Color

echo -e "${green} === Cisco UCS Integrated Infrastructure for Big Data and Analytics
\ Cluster Verification === ${NC}"

echo ""

echo mww

echo -e "${green} ==== System Information ==== ${NC}"

echo ""

echo ""

echo -e "S${green}System S${NC}"

clush -a -B " "which dmidecode’ |grep -A2 '~System Information'"
echo ""

echo ""

echo -e "S${green}BIOS S${NC}"

clush -a -B " "which dmidecode”™ | grep -A3 '~BIOS I'"

echo mwn

echo ""

echo -e "${green}Memory S${NC}"

clush -a -B "cat /proc/meminfo | grep -i “memt | unig"

echo mwn

echo mwn

echo -e "${green}Number of Dimms S${NC}"
clush -a -B "echo -n 'DIMM slots: '; “which dmidecode” |grep -c \

'“[[:space:]]*Locator:""

clush -a -B "echo -n 'DIMM count is: '; ‘which dmidecode’ | grep \ "Size"| grep -c
" MB mwn

clush -a -B " “which dmidecode”™ | awk '/Memory Device$/,/"$/ {print}' |\ grep -e

'“"Mem' -e Size: -e Speed: -e Part | sort -u | grep -v —-e 'NO \ DIMM' -e 'No Module
Installed' -e Unknown"

echo mwn

echo mwn

# probe for cpu info #

echo -e "${green}CPU ${NC}"

clush -a -B "grep '“model name' /proc/cpuinfo | sort -u"
echo mwn
clush -a -B "“which lscpu’ | grep -v -e op-mode -e "“Vendor -e family -e\ Model: -e

Stepping: -e BogoMIPS -e Virtual -e "Byte -e '“NUMA node(s)'"
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echo ""

echo ""

# probe for nic info #

echo -e "${green}NIC S${NC}"

clush -a -B "'which ifconfig® | egrep '("e|”p)' | awk '{print \$1}' | \ xargs -1
"which ethtool”™ | grep -e "Settings -e Speed"

echo ""

clush -a -B "“which 1lspci® | grep -i ether"

echo ""

echo ""

# probe for disk info #
echo -e "${green}Storage S${NC}"

clush -a -B "echo 'Storage Controller: '; “which lspci® | grep -i -e \ raid -e
storage -e 1lsi"

echo ""

clush -a -B "dmesg | grep -i raid | grep -i scsi"

echo ""

clush -a -B "lsblk -id | awk '{print \$1,\$4}'|sort | nl"

echo ""

echo ""

echo -e "${green} Software S{NC}"
echo ""

echo ""

echo -e "S${green}Linux Release S${NC}"

clush -a -B "cat /etc/*release | unig"

echo mn

echo mn

echo -e "${green}Linux Version ${NC}"

clush -a -B "uname -srvm | fmt"

echo mww

echo mn

echo -e "${green}Date ${NC}"

clush -a -B date

echo nmn

echo mww

echo -e "${green}NTP Status S${NC}"

clush -a -B "ntpstat 2>&1 | head -1"

echo mwn

echo nmn

echo -e "${green}SELINUX ${NC}"

clush -a -B "echo -n 'SElinux status: '; grep "SELINUX= \ /etc/selinux/config 2>&1"
echo mwn

echo mwn

clush -a -B "echo -n 'CPUspeed Service: '; ‘“which service' cpuspeed \ status 2>&1"
clush -a -B "echo -n 'CPUspeed Service: '; “which chkconfig® --list \ cpuspeed 2>&1"
echo mn

echo mwn

echo -e "${green}Java Version${NC}"

clush -a -B 'java -version 2>&l; echo JAVA HOME is ${JAVA HOME:-Not \ Defined!}'
echo mww - -

echo mn

echo -e "${green}Hostname LoOKupS${NC}"

clush -a -B " ip addr show"

echo nmn

echo mn

echo -e "${green}Open File Limit${NC}"
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clush -a -B 'echo -n "Open file limit (should be >32K): "; ulimit -n'

2. Change permissions to executable:

# chmod 755 cluster verification.sh

3. Run the Cluster Verification tool from the admin node. This can be run before starting Hadoop to identify any
discrepancies in Post OS Configuration between the servers or during troubleshooting of any cluster / Hadoop
issues:

#./cluster verification.sh

Install Cloudera Data Platform

This section provides instructions for installing Cloudera software, including Cloudera Manager, Cloudera Runtime,
and other managed services, in a production environment.

Review the Cloudera Production Installation: Before You Install steps prior to the production installation of Cloudera
Manager, Cloudera Runtime, and other managed services, review the Cloudera Data Platform 7 Requirements and
Supported Versions, in addition to the Cloudera Data Platform Release Notes.

Prerequisites for CDP DC Installation

This section details the prerequisites for the CDP DC installation, such as setting up Cloudera Repo.
Cloudera Manager Repository
To setup the Cloudera Manager Repository, follow these steps:

1. From a host connected to the Internet, download the Cloudera’s repositories as shown below and transfer it to
the admin node:

#mkdir -p /tmp/cloudera-repos/

2. Download Cloudera Manager Repository:

#cd /tmp/cloudera-repos/

# wget https://archive.cloudera.com/cm7/7.0.3/redhat7/yum/cloudera-manager—
trial.repo

# reposync --config=./cloudera-manager-trial.repo --repoid=cloudera-manager
# wget https://archive.cloudera.com/cm7/7.0.3/allkeys.asc

‘& This downloads the Cloudera Manager RPMs needed for the Cloudera repository.

3. Run the following command to move the RPMs:

4. Copy the repository directory to the admin node (rhel1):

# scp -r /tmp/cloudera-repos/ rhelOl:/var/www/html/
# scp allkeys.asc rhelOl:/var/www/html/cloudera-repos/cm7/

5. On admin node (rhel1) run create repo command:
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#cd /var/www/html/cloudera-repos/
#createrepo --baseurl http://10.13.1.31/cloudera-repos/cm7/ /var/www/html/cloudera-
repos/cm7/

‘ﬂ Go to: http://10.13.1.31/cloudera-repos/cm7/ to verify the files.

6. Create the Cloudera Manager repo file with following contents:

# vi /var/www/html/cloudera-repos/cm7/cloudera-repo.repo
# cat /var/www/html/cloudera-repos/cm7/cloudera-repo.repo
[cloudera-repo]

name=Cloudera Manager 7.0.3
baseurl=http://10.13.1.31/cloudera-repo/cm7/

gpgcheck=0

enabled=1

7. Copy the file cloudera-repo.repo int0 /etc/yum.repos.d/ on the admin node to enable it to find the
packages that are locally hosted:

#cp /var/www/html/cloudera-repos/cm7/cloudera-repo.repo /etc/yum.repos.d/

From the admin node copy the repo files to /etc/yum.repos.d/ of all the nodes of the
cluster:

# ansible all -m copy -a "src=/etc/yum.repos.d/cloudera-repo.repo
dest=/etc/yum.repos.d/."

Set Up the Local Parcels for CDP DC 7.0.3

From a host connected the internet, download CDP DC 7.0.3 parcels that are meant for RHEL7.6 from the URL:
https://archive.cloudera.com/cdh//7.0.3.0/parcels/ and place them in the directory
/var/www/html/cloudera-repos/ " of the Admin node

The following are the required files for RHEL7.6:
e (CDH-7.0.3-1.cdh7.0.3.p0.1635019-el7 .parcel
e (CDH-7.0.3-1.cdh7.0.3.00.1635019-¢l7.parcel.sh256

e manifest.json

Download Parcels

To download parcels, follow these steps:

1. From a host connected to the Internet, download the Cloudera’s parcels as shown below and transfer it to the
admin node:

#mkdir -p /tmp/cloudera-repos/CDH7.0.3.1lparcels

2. Download parcels:

#cd /tmp/cloudera-repos/CDH7.0.3.1parcels
# wget https://archive.cloudera.com/cdh7/7.0.3.0/parcels/CDH-7.0.3-
1.cdh7.0.3.p0.1635019-el7.parcel
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# wget https://archive.cloudera.com/cdh7/7.0.3.0/parcels/CDH-7.0.3-
.cdh7.0.3.p0.1635019-el7.parcel.sha?256
# wget https://archive.cloudera.com/cdh7/7.0.3.0/parcels/manifest.json

=

3. Copy /tmp/cloudera-repos/CDH7.0.3.1parcels to the admin node (rhel01):

# scp -r /tmp/cloudera-repos/CDH7.0.3.1parcels rhelOl:/var/www/html/cloudera-repos/
# chmod -R ugo+rX /var/www/html/cloudera-repos/cdh7

4. Verify that these files are accessible by visiting the URL http://10.13.1.31/cloudera-
repos/cdh//7.0.3.0/parcels/ in admin node.

5. Download Sgoop Connectors.

# mkdir -p /tmp/cloudera-repos/sgoop-connectors
# wget --recursive --no-parent --no-host-directories
http://archive.cloudera.com/sqgoop-connectors/parcels/latest/ -P /tmp/cloudera-repos/

6. Copy /tmp/cloudera-repos/sqoop-connectors to the admin node (rhel01).

# scp -r /tmp/cloudera-repos/sqoop-connectors rhel0l:/var/www/html/cloudera-repos/
# sudo chmod -R ugo+rX /var/www/html/cloudera-repos/sqoop-connectors

Install and Configure Database for Cloudera Manager

You will set up the following for Cloudera Manager:
e Install the PostgreSQL Server
e Installing the psycopg? Python Package

e Configure and Start the PostgreSQL Server

Install PostgreSQL Server
To install the PostgreSQL packages on the PostgreSQL server, follow these steps:

1. In the admin node where Cloudera Manager will be installed, use the following command to install PostgreSQL
server.

#yum -y install postgresgl-server

2. Install psycopg2 Python package 2.7.5 or higher if lower version is installed.

# yum install -y python-pip
# pip install psycopg2==2.7.5 --ignore-installed

‘& Check installing dependencies for hue:
https://docs.cloudera.com/documentation/enterprise/upgrade/topics/ug_cdh_upgrade_hue_psycopg?2.html

Configure and Start PostgreSQL Server
To configure and start the PostgreSQL server, follow these steps:
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1. To configure and start the PostgreSQL Server, stop PostgreSQL server if it is running.

# systemctl stop postgresql.service

.S

Backup the existing database.

F.S

By default, PostgreSQL only accepts connections on the loopback interface. You must reconfigure
PostgreSQL to accept connections from the fully qualified domain names (FQDN) of the hosts host-
ing the services for which you are configuring databases. If you do not make these changes, the ser-
vices cannot connect to and use the database on which they depend.

2. Make sure that LC_ALL is set to en_US.UTF-8 and initialize the database as follows:;

# echo 'LC ALL="en US.UTF-8"' >> /etc/locale.conf
# sudo su -1 postgres -c "postgresgl-setup initdb"

3. To enable MD5 authentication, edit /var/lib/pgsgl/data/pg_hba.conf by adding the following line

# host all all 127.0.0.1/32 md5

.S

The host line specifying md5 authentication shown above must be inserted before this ident line:
# host all all 127.0.0.1/32 ident

Failure to do so may cause an authentication error when running the scm_prepare_database.sh
script. You can modify the contents of the md5 line shown above to support different configurations.
For example, if you want to access PostgreSQL from a different host, replace 127.0.0.1 with your IP
address and update postgresgl.conf, which is typically found in the same place as pg_hba.conf, to
include:

H listen_addresses = "*'

4. Configure settings to ensure your system performs as expected. Update these settings in the
/var/lib/pgsqgl/data/postgresqgl.conf file. Settings vary based on cluster size and resources as fol-
lows:

max connection - 100

shared buffers - 1024 MB

wal buffers - 16 MB

checkpoint segments - 128
checkpoint completion target - 0.9

.S

Refer to section Configuration and Starting the PostgreSQL Server, in the Cloudera Data Platform

Data Center Installation guide: https://docs.cloudera.com/cdpdc/7.0/installation/topics/cdpdc-
configuring-starting-postgresqgl-server.html
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5. Start the PostgreSQL Server and configure to start at boot.

# systemctl start postgresqgl
# systemctl enable postgresgl

Databases for CDP

Create databases and service accounts for components that require a database.
Create databases for the following components:
e Cloudera Manager Server

e Cloudera Management Service Roles: Activity Monitor, Reports Manager, Hive Metastore Server, Data
Analytics Studio, Ranger, hue, and oozie.

The databases must be configured to support the PostgreSQL UTF8 character set encoding.

Record the values you enter for database names, usernames, and passwords. The Cloudera Manager installation
wizard requires this information to correctly connect to these databases.

To create databases for CDP, follow these steps:

1. In the admin node, connect to PostgreSQL:

# sudo -u postgres psqgl

2. Create databases using the following command:

CREATE ROLE scm LOGIN PASSWORD 'password';
CREATE DATABASE scm OWNER scm ENCODING 'UTF8';

CREATE ROLE amon LOGIN PASSWORD 'password';
CREATE DATABASE amon OWNER amon ENCODING 'UTF8';

CREATE ROLE rman LOGIN PASSWORD 'password';
CREATE DATABASE rman OWNER rman ENCODING 'UTF8';

CREATE ROLE hue LOGIN PASSWORD 'password';
CREATE DATABASE hue OWNER hue ENCODING 'UTF8';

CREATE ROLE hive LOGIN PASSWORD 'password';
CREATE DATABASE metastore OWNER hive ENCODING 'UTFES8';

CREATE ROLE nav LOGIN PASSWORD 'password';
CREATE DATABASE nav OWNER nav ENCODING 'UTFES8';

CREATE ROLE navms LOGIN PASSWORD 'password';
CREATE DATABASE navms OWNER navms ENCODING 'UTFE8';

CREATE ROLE oozie LOGIN PASSWORD 'password';
CREATE DATABASE oozie OWNER oozie ENCODING 'UTF8';

CREATE ROLE rangeradmin LOGIN PASSWORD 'password';
CREATE DATABASE ranger OWNER rangeradmin ENCODING 'UTFES8';
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CREATE ROLE das LOGIN PASSWORD 'password';
CREATE DATABASE das OWNER das ENCODING 'UTFS8';

ALTER DATABASE metastore SET standard conforming strings=off;
ALTER DATABASE oozie SET standard conforming strings=off;

# For Apache Ranger specific configuration for PostgreSQL, see: Configuring a PostgreSQL Database for
Ranger

Cloudera Manager Installation

The following sections describe how to install Cloudera Manager and then using Cloudera Manager to install CDP
DC 7.0.3.

Install Cloudera Manager

Cloudera Manager, an end-to-end management application, is used to install and configure CDP DC. During CDP
Installation, Cloudera Manager's Wizard will help to install Hadoop services and any other role(s)/service(s) on all
nodes using the following procedure:

e Discovery of the cluster nodes

e Configure the Cloudera parcel or package repositories

e Install Hadoop, Cloudera Manager Agent (CMA) and Impala on all the cluster nodes.

e Install the Oracle JDK or Open JDK if it is not already installed across all the cluster nodes.
e Assign various services to nodes.

e Start the Hadoop services

# Please see the JAVA requirements for CDP DC.

To install Cloudera Manager, follow these steps:

1. Update the repo files to point to local repository.

#rm -f /var/www/html/clouderarepo/*.repo
#cp /etc/yum.repos.d/c*.repo /var/www/html/clouderarepo/

2. Install the Oracle Java Development Kit on the Cloudera Manager Server host.

# ansible nodes -m shell -a "yum install -y java-1.8.0-openjdk-devel"

# Please see the CDP DC documentation for more information: Manually Installing OpenJDK and Manu-
ally Installing Oracle JDK

3. Install the Cloudera Manager Server packages either on the host where the database is installed, or on a host
that has access to the database:
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#yum install -y cloudera-manager-agent cloudera-manager-daemons cloudera-manager-—
server

Set Up the Cloudera Manager Server Database

The Cloudera Manager Server Database includes a script that can create and configure a database for itself.
The script can:
e Create the Cloudera Manager Server database configuration file.
e (PostgreSQL) Create and configure a database for Cloudera Manager Server to use.
e (PostgreSQL) Create and configure a user account for Cloudera Manager Server.
The following sections describe the syntax for the script and demonstrate how to use it.
Prepare a Cloudera Manager Server External Database
To prepare a Cloudera Manager Server external database, follow these steps:

1. Run the scm_prepare_database.sh script on the host where the Cloudera Manager Server package is in-
stalled (rhel1) admin node:

# cd /opt/cloudera/cm/schema/

# ./scm _prepare database.sh postgresql scm scm <password>

# ./scm _prepare database.sh postgresgl amon amon <password>

# ./scm_prepare database.sh postgresgl rman rman <password>

# ./scm _prepare database.sh postgresql hue hue <password>

# ./scm _prepare database.sh postgresgl metastore hive <password>

# ./scm _prepare database.sh postgresqgl oozie oozie<password>

# ./scm _prepare database.sh postgresql das das <password>

# ./scm _prepare database.sh postgresqgl ranger rangeradmin <password>

Start the Cloudera Manager Server
To start the Cloudera Manager Server, follow these steps:

1. Start the Cloudera Manager Server:

#systemctl start cloudera-scm-server

2. Access the Cloudera Manager using the URL, http://10.13.1.31:7180 to verify that the server is up.

3. Once the installation of Cloudera Manager is complete, install CDP DC 7 using the Cloudera Manager Web in-
terface.

Install Cloudera Data Platform Data Center (CDP DC 7)

To install the Cloudera Data Platform Data Center, follow these steps:

1. Log into the Cloudera Manager. Enter "admin" for both the Username and Password fields.
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ot CLOUDERA
Manager

admin

Remember me

Sign In

2. Upload license file. Click Continue after successfully uploading license for CDP DC.

B Nevsger Welcome to Cloudera Manager 7.0.3

Upload License File

® Upload Cloudera Data Platform License

Cloudera Data Platform provides important features that help you manage and monitor your Ha
Sales ('

PTG GET NG R = (Accept .txt or .zip) ¢ License Uploaded Successfully.

Try Cloudera Data Platform for 60 days

A After the trial period, you will need a valid Cloudera Data Platform license to access the Clou

3. Click Continue on the Welcome screen.

134



Deployment Hardware and Software

CLOUDZRA
€ Manager

Add Cluster - Installation
(1) Welcome

2 Cluster Basics

3 Specify Hosts

Adding a cluster in Cloudera Manager consists of

4 Selecl Reposilory two steps.

Quick Links

§) Select.DK I/';-l‘\. Add a set of hosts to form a cluster and
A
.-

System Reguiremenis
Database Requirements
JDK Requirements

install Cloudera Runtime and the Cloudera

&

6 Enter Login Credential
Manager Agent software.
7 Inztall Agents
Select and configure the services to run on

8 Install Parcels = this cluster.

Back

4. Enter name for the Cluster.

CLOUDZRA
C

Mariager Add Cluster - Installation

Welcome

Cluster Basics

Cluster Basics

Cluster Name | CDIP-CDP-DC7
3 Specify Hosts
1 LLLl
4 Select Repository D

o——i
— LELBLAL

lléé

5 Select JDK
Regular Cluster

6 Enter Login Credentials A Regular Cluster contains storage nodes, compute nodes, i
a single cluster.
7 Install Agents

8 Install Parcels

9 Inspect Cluster

5. Specify the hosts that are part of the cluster using their IP addresses or hostname. The figure below shows a
pattern that specifies the IP addresses range.

10.13.1.[31-58] or rhel[01-28].cdp.cisco.local

6. After the IP addresses or hostnames are entered, click Search.
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¢ clouozea Add Cluster - Installation
¥

‘Welcome
Specify Hosts
Cluster Basics.
Mew Hests  Currently Managed Hosts (1)
(Z) Specify Hosts
Hasts showld be specified using the same hostname (FQDN) that they will identify themashes with.
4 Select Repositary

Hostname

o

Select JOK

; using pattems [

=

Enter Login

B hosts scanned, 8 running SSH.

2 Click the firsl checkbex, hold dewn the Shifl key and click the last checkbox to select a range

9 Inspect Cluster ¥ Expanded Query T Hostname (FODN) Currently Managed Result
#  rhel01_hdp3_cisco.local rhelon Mo Host was successfully scanned.
#  rheli? hdpd_ciaco.local rheloz Mo Host was succassfully scanned.
* Mo
v theind Mo
= rhells No H ully scanned.
#  rhel14.hdp3_cisco.local rhelt4 Mo Host was successfully scanned.
#  rhel15.hdpd_cisco.local rhells Mo Host was successfully scanned.
4 rhells ciseoloca rhellg 10.13.1.46 Mo Host was succassfully scanned.

Back

7. Cloudera Manager will " discover" the nodes in the cluster. Verify that all desired nodes have been found and
selected for installation.

Edit the Cloudera Data Platform Data Center Parcel Settings to Use the CDP 7.0.3 Parcels
To edit the CDP DC Parcel settings, follow these steps:

1. Add custom repository path for Cloudera Manager local repository created.

Add Cluster - Installation

@ welcome
| Select Repository

o Cluster Basics

uder

Cloudera Manage

‘,\':‘U Select Repository Repository Location

and that you have ac

6 EnterLog

Do not inc 1 will be aulomalically de

CDH and other

8 Inspect Cluster

ou to manually upgrade
Manager's rolling upgrace

Install Method @ Use Parcels (Recommended) @  Parcel Reositories & Network Setting Other Parcel Canfiguratiar

Version  Versicns that are 1co new for this version of Cloudera Man will not be shawn

¢ Cloudera Runtime 7.0.3-1.cdh7.
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2. On the Cloudera Manager installation wizard, click Parcels.

3. Click parcel Repositories and Network Settings.

Parcels Farcal Usage | Facel Repasitories & Metwork Settings | | Other Parcel Configurations Check far Hew Parzels

W clusters found.

Localion
Awsrlabie Remotely

Filters

4. Click to remove the entire remote repository URLs and add the URL to the location where we kept the CDP
DC 7.0.3 parcels i.e. http://10.13.1.31/cloudera-repos/cdh//7.0.3.0/parcels/

Farcel Repository & Metwork Setlings s

Cloudera Manager chacks the connection to the configured parcel repository URLs. A valid licenzz is required to accese most Clouders parcal repositories Last Updated: Jan 15, 6:48:54 P PST @

» @ 10/10 URL(s) - The repository was successfully accessed and the manifest downloaded and validated. (HTTP Status: 200)

Remole Parcel Repository URLs Al 10,138,131 elouseraepas/edh 7.0.3.0/paseels! | 28 @

D Unio

Enable Automatic Authentication for Cloudera @
Repositories

HTTF authentication username override for [&]
Cloudera Repasitories

HTTP suthentication paseword override for | @
Cloudera Repasitories )

Proxy Server | i)
Proxy Port &3]

Proxy User

Reason for change: | Modified Remote Parcel Repository URL: Close

5. Click Save Changes to finish the configuration.

6. Click Continue on the confirmation page.

7. For the method of installation, select the Use Parcels (Recommended) radio button.

8. For the CDP DC 7 version, select the Cloudera Runtime 7.0.3.1-cdh7.0.3.p0-1635019 radio button.
9. For the specific release of Cloudera Manager, select the Custom Repository radio button.

10. Enter the URL for the repository within the admin node. http://10.13.1.50/clouderarepo/cloudera-manager
and click Continue.
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@ welcome
Q¢

Q Specify Hosts

@

Select Repository

@

Select JDK

B Enter Logl

7 Inetall Age

B Install Parcels

Add Cluster - Installation

Select Repository

ra Manager Agent

Cloudera Manager

i 7.0.3 (#1635136) nes

o be installed on all new hosts

Repasitory Location

1 to 2aslly manage the aoftware
Ily upgrads

2 ling wpgrade
capabilities.

Install Method = ecommended] @ pan

Wersion  Wersions that are too new for this version of C

oudera Manager {7.0.3)

not be shown,

#® Cloudera Runtime 7.0.3-1.edh?.0.3.p0.1 635019

171. Select appropriate option for JDK.

Welcome

Cluster Basics

ecify Hosts

Select Rep

(%) select JOK

& Enter Logir

7 Install Agents

Add Cluster - Installation

Select JDK
Selected Version  Cloudera Runtime 2.0

Supported JDK OpenJOK 8 or dracle JOK 3

Version

ore details on supperted JOK version,

Manuzlly manage JOK

€} Flease ensure that & supported JOK (s already installed on &ll hosts. You will need to manege installing the unlimited strength JCE
palicy file, if necessary,

Inztall & Clovdera-provided version of OpenJDi
By proceeding, Cloudera will install a supported version of OpenJOK version &

Inztall & system-provided version of DpendoK

By proceeding, Cloudera will install the default version of Oper

# We selected the Manually Manager JDK option as shown in the screenshot above.

12. Provide SSH login credentials for the cluster and click Continue.
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#~ CLOUDZRA
5.

M Add Cluster - Installation

Welcome

Enter Login Credentials

Cluster Basics

Root access to your hosts is required to install the Cloudera packages. This installer will connect to your hosts via 55H and log in either

Specily Hosls directly as root or as another user with password-less sudo/pbrun privileges to become root.
Login To All Hosts As: ' ool

Select Repozitory

Another uzer

Select JOK You may connect via d or public-key authenti

1 for the user selected above
Authentication Method:  ® All hosts accept same password
() Enter Login Credentials All hosts accept same private key

Enter Passwerd

7 Instal

Confirm Password:

B Install Parcels

SSH Porl.

R
53

9 Inspect Cluster

Number of Simultanecus bl

Installations:

(Running a large number of instal stic

at once can consume large ameunts of netwaork band

ith and ether

system resources)

Add Cluster - Installation

nstall Agents

Installation in progress.

 Hosts |

0 of B he:

completed successiully. Abort Installetion

Select Rep

Haostname IP Address Progress Status
Select JOK
FhelDl g, lasl 10,13,1,31 C Installing slouders-manager-agent package
Enter Login Credentials
el hdp3.cisco.local 10.13.1.32 C installing cloudere-manager-agent package...
(7) Install Agents
rhel03 hadp3.cizco. local 1015133 Ci ing cloudersrmanager-agent peckage...
B Parcels
helng ol C Deterting Cloucers Manager Serier .
9 Inepect Cluster

rhelos hdp3.cisco.local 10.15.1.35

€ Detecting Cloudera Manager Server...

1013744 € Delecting Clousers Manager Server
Nells Jocal 10.13.1.45 C Detecting Clouders Manager Server..
rhel & hdp3.cisco.local 10157496 C Dpetecting Cloudera Manager Server... Detail: O

139



Deployment Hardware and Software

Add Cluster - Installation

nstall Parcels
Cluster Basic:
The selected parcels are being downleaded and installed on all the hosts in the cluster.
Specify Hosts + Cloudera Runtime 7.0.3-1.cdh7.0.3.... Cownloaded: 100% Digtributec: 808 (16 MiBis}  Urgacked B8 Activated: 88

Select Repository
Select JOK

Enter Login Credentials
Install Agents

(&) mstall Parcels

13. Run the inspect the hosts and network performance test through Cloudera Manager on which it has just per-
formed the installation.

14. Review and verify the summary. Click Continue.

Bl FLouoERA Add Cluster - Installation

& welcome

® Inspect Cluster
Cluster Basics

€} ou have crested & new empty cluster. Cloudera recommends that you run the following inspections. For accurate messurements,
Q Specify Hosts Cloudera recommends that they are performed sequentially.

@ Select Repusitory @ Inspect Network Performance
» Advanced Oplions

& select Jnk ) .
You can use this tool to evaluate the network perfarmances between hosts, such s ping latency.

@ Enter Login Credentials Ping Timeout | 10 Seconds

Amount of time after which the inspector reports a failure.
c Inztall Agents

Ping Count 10
o Install Parcels Number of times the inapector pings each heat
@. Inspect Cluster Ping Packet Size 56 Bytes
Size of th ket sent when pinging the hosts.
Statuz @ Last Run  in 3 minutes Duration  13.93s Show Inspector Results & Rum Agar Mare =

@ Inspect Hosts
Mo iszues were detectad, review the inspector resulta to aee what checks ware performed

Statuz @ Last Run  in 3 minutes Curation  10.20s Show Inspector Results Run Aga Mare -

Back Continue

15. Select services that need to be started on the cluster.
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c CLOUD=RA
Manager

Add Cluster - Configuration

(1) Select Services
Select Services
2 Assign Roles

Choose a combinalion of services Lo inslall

3 Setup Database

* Data Engineering

4 Enter Required Parameters

a A

Iytics Studio

for Ranger and Data

Analytics Studio

5 Review Changes

Data Mart

6 Command Details
a, end Hue

7 Summary

required by chosen services will automatically be included.

This wizard will also inslall the Cloudera Management Service. These are a sel of components thal enable monilering, reporling, events, and alerts
these components require databases to store informaticn, which will be configured on the next page.

# We selected Custom Services for this study.

16. This is a critical step in the installation: Inspect and customize the role assignments of all the nodes based on
your requirements and click Continue.

17. Reconfigure the service assignment to match Table 5

Table 5 Service/Role Assignment
Service Name

Host
rhel01, rhel02 (HA)

NameNode

HistoryServer rhel01

JournalNodes rhel01, rhel02, rhel03

ResourceManager rhel02, rhel03 (HA)
Hue Server rhel02
HiveMetastore Server rhel01
HiveServer2 rhel02
HBase Master rhel02
Oozie Server rhel01

ZooKeeper

rhel01, rhel02, rhel03

DataNode

rhel04 to rhel28
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Service Name Host
NodeManager rhel04 to rhel28

RegionServer rhel04 to rhel28

Sqoop Server rhel01

Impala Catalog Server Daemon rhel01

Impala State Store rhel02

Impala Daemon rhel04 to rhel28

Solr Server rhel04 (can be installed on all
hosts if needed, if there is a
search use case)

Spark History Server rhel01

Spark Executors rhel04 to rhel28

Figure 53 Assign Roles in Cloudera Manager; Cluster Creation Wizard Example
Add Cluster - Configuration

Select Services

Assign Roles

(2} Assign Roles
You can customize the role assignments for your new cls
zingle hoat, this

here, but if assignments are made incorrectly, such a= assigning too many roles to a
rforma era does not recommend sltering
5 having pre-selected a speci

gnments unless you have apecific

3 Setup Database

requirement ecific role.
B Enter Required Parameters Wou can also view the role assignments by host. IRUENESTEEES
5) Review Changes ® Data Analytics Studio
6 il & Data Analytics Studio Webapp Server = & Data Analytics Studio Eventprocessor = ..

Camman ails
rheld 1 hdp3.cleco. local = rheld1 hdp3 clsco. local «

7 Summary _

# HBase

- Master ® 3 Mew #r- HBase REST Server » 1 New

rhel[01-03] hdpd_cisco.local = rhel®1 hdp3_cisco.local - rhel02 hdpd cisco.local -

- R " 5 MNew

s DalaNode =

arme

8 HDFS

3

B namehode = 1 New B secondaryNameNode = 1 New B Balancer = 1 Mew

theliz hdp3 cist

local

ycal = thelon hdpa

B DataNode = 5 New
thel[D4-05, 18-18] help3 clsco. loe:

Back Continue

B HitpFs
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C CLOUDERA
Manager

# Hive

& Gaty er x 2 MNew

y % 8 MNew & Hive Metasions &

ciseolocal =

rhel[01-05, 14-168)hdp3 cisco local rhel[01, 03).hdp:

# HiveServer? = 2 New

rhel[01,

# Galewsy * 8 New @ HiveServer? » I New

rhel[01-05, 14-14]

dp3_cisco.local = rhell01, 03].hdp3.cisco.local =

H Hue

o Hue Server = 3 New # Loed Balancer = 3 New

thel[01-03] hielp3 c

4 Impala StateStore = 1 Mew 4 Impala Catalog Server = 1 New

theloz hdp:

4% Lily HBase Indexer = 1 Mew

rhell 3.cisco.local =

@ Clougera Mana

1 New ty Monitor x 1 New

hdpa cisco.loca

s Manager x 1 New @ Event Server x 1 New

hdp3.cisco.loca

dpd.cisco.le

@ Telemetry Publisher

B Oozle Server x 1 New

y Server x 1 New “1 Gateway x 8New

dp3 cisco lecal ~ 05, 14-16] hdp3.cisco.loca

Gateway x 8 New

thel{01-05, 14-16] hd

YARN

M YARN

esourcetanager = 1 Mew JobHistary Server x 1 New

rhell2 hdps.

Jocal rheld3.hdp3.clsco Jocal »

B Server 3 New
rhel[01-03)hdp3.cieco local -
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rheli2 hdp3

@ Hosl Mo
1.hdp3

Server x 1 Mew

e los

maon x5 MNew

alaMode «

sl

B Modetdanager = 5 New

Same

s Databode =

Hack
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Set Up the Database

The role assignment recommendation above is for clusters of up to 64 servers. For clusters larger than 64 nodes,
use the high availability recommendation defined in Table 5

To set up the database, follow these steps:

1. In the Database Host Name sections use port 3306 for TCP/IP because connection to the remote server al-
ways uses TCP/IP.

2. Enter the Database Name, username and password that were used during the database creation stage earlier
in this document.

3. Click Test Connection to verify the connection and click Continue.

currently assignad to run on rheld 1. hdp3_ciseo local

Type Database Hostname * Database Name * Usermname *

| My30L v | | rheld1.hdp3.cisco. local o0zie roat

Password ™

Type Use JDBC URL Override Database ‘ Database Name *

[ MyS0OL v | | Mo . | rhell].hdp3._cisco.local metastore

Username * Password *

(oo | [ |

mue w Successful
Type Databaze Hostname * Database Mame * Username *

| MyS0L r | rhell1 hdp3 cisco. local | hue rool

Password *

» The velue in the Database Hostname field musat match the velue vou used for the hostname when creating the database.

Notes:

o I e database is not running on its :ify the porl numker using hast:pert in the Database Hostname field

* Itis highly mended thal each da e same host as th sponding role instance

» |f a value in the JDBC URL field is provi willl be uzed when establizhin rinection to the detabase. This customized connection URL
will cvermide Database Hosthame, Type, and Database Mame. Only some services cumenty supgort this.

« Learn more B

4. Enter required parameters for Data Analytics Studio.
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cLou
L8

Ty Add Cluster - Configuration

o

7

o

7

Select Services

ion Roles

Setup Database

4} Enter Required Parameters

Review Changes

Command Details

Summary

Select Services

Enter Required Parameters

Review Changes

Command Details

Summary

Enter Required Parameters

DAS Database Hestname

DAS Database Usemname

alytics studio database usememe

DAS Database Password

din

Add Cluster - Configuration

Review Changes

Enable Kerberos Authentication

nanme

DAS Database Password

cata_analy

Hive Session Parameters

Hive Secure Session Parameters

das_hive_secure, ion_perams

Additional Eventprocessor Java Options

a0

Data Analylics Studio vice-Wide] 3 Unde

DAS database hostname,
should be postgres 9.6
inslan

[

Data Analytice Studio (Service-Wide)

[ das

vice-Wide] 3 Undo

COIF-COP-DCT = Data A

CDIP-CDP-DC

el hdp3.cisco.loca

= Data Analytics Studio (Service-Wide)

s Studio (Service-Wide)

CODIP-CDP-DCT = Data Analytics Studio (Service-W

o [Service-Wide)

Xmz4096m

6. Review and customize the configuration changes based on your requirements.
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Add Cluster

Setup Database

Enter Required Parary

Rer Changes

Command Detalls

7 Summary

Configuration

First Run Command

Status ¥ Running Context CDIP-CDPDCT &2 M Jani

Abort
s Completed 0 of 1 step(s).

® Show All 5

Show

nly Failed Steps Show Only Running Steps

~ % Run a set of services for the first time

1715 steps completed

~ {* Exgcute 10 steps in sequence
1/15 =teps completed.

@@ Ensuring that the expected softwars releases are

inatalled on

> @ Exesuled

@ Bxecuts

3 in parall

* Execule 15 steps In parallel
1415

5 completed,

» Execule & 5 in paralkl

» Execute 3 3 in paraliel

> Execute 7 sh

2 in paralisl

Start Hive on Tez

Start Data Anal

Jan 15, 50721 PM

Jan 15,

Jan 15,3

Select Services

Assign Roles

Setup Dat

Enter Required Parameters

Review Changes

(£) Command Detalls

7 Summary

8. Hadoop services are installed, configured, and now running on all the

complete the installation.

Add Cluster - Configuration

First Run Command

Status @ Finished Context  COIP-CDP-DCT (2 = Jan15,9:14:02 P @ 213s

Finizhed Firat Rur of the following services succesaf
, Hive on Tez, Impala, Oozdie,

Zookesper, Hi
lata hnalytice

s Completed 1 of 1 step(s).

& Show All Steps Shaow Only Failed Steps Show Only Running Steps

~ @ Run o sel of services for the firsl lime
Successfully executed command Upload Tez tar file to
HOFS on service Tez

e

@ Execute?
Successfully executed command Upload Tez tar

fils to HOFS on service Tez

b expactad software relaases are

stelled on

» & Exccutz 1 steps in sequence
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, Solr, YARM, Key-Velue Store
, Cloudera Management Service.

Jan 15, %1402 PM

Jan 15, 51407 PM

Jan 15, 514102 PM

als

Jan 15, %1407 PM 16.27s

nodes of the cluster. Click Finish to
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~ CLOUDEZRA
%= Managar

Add Cluster - Configuration

o Select Services
@ nssin Roles

summary

The services are installed, configured, and running on your cluster.

o Setup Database

Q Enter Required Parametars
€ Review Changes

Q Command Details

:f} Summary

@ CDIP-CDP-DCY

Status  Healthlzsues  Configuration =

Clouders Runtime 7.0.2 (Parcels)
& SEHosts
S e HRase

& B Hors

& # Hue

& Y Impala

Mo Data Contexts have
the data, met

Scale the Cluster

button to define
art of the Data
52 it to create one or

Lharts
Cluster CPU Cluster Disk 10
h
H !
8 |
P P
CIAP-COP-UCT, | losl GRU Usage Avoss | iosls 0.2% ulel Dink Drte... 1oK/s = Tolal Disk Gyle.. 23Ms
Cluster Network 10 HDFS 10

Totsl Bytes e BO3KS = Total Bytes Ta. 100K/s Totsl Bytes et . Tlds = Total Bytess Wit . 2.Bb

Impala, Tatal Quenes Aemess Impsa Dacmans 0

0m h ¢

The role assignment recommendation above is for cluster with at least 64 servers and in High Availability. For
smaller cluster running without High Availability the recommendation is to dedicate one server for NameNode and
a second server for secondary name node and YARN Resource Manager. For larger clusters larger than 28 nodes
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the recommendation is to dedicate one server each for name node, YARN Resource Manager and one more for
running both NameNode (High Availability) and Resource Manager (High Availability) as in the table (no Secondary
NameNode when in High Availability).

# For production clusters, it is recommended to set up NameNode and Resource manager in High Availa-
bility mode.

This implies that there will be at least 3 master nodes, running the NameNode, YARN Resource manager, the
fallover counter-part being designated to run on another node and a third node that would have similar capacity as
the other two nodes.

All the three nodes will also need to run zookeeper and quorum journal node services. It is also recommended to
have a minimum of 7 DataNodes in a cluster. Please refer to the next section for details on how to enable HA.

Enable High Availability

# Setting up High Availability is done after the Cloudera Installation is completed.

HDFS High Availability

The HDFS High Availability feature provides the option of running two NameNodes in the same cluster, in an
Active/Passive configuration. These are referred to as the Active NameNode and the Standby NameNode. Unlike
the Secondary NameNode, the Standby NameNode is a hot standby, allowing a fast failover to a new NameNode
in case that a machine crashes, or a graceful administrator-initiated failover for the purpose of planned
maintenance. There cannot be more than two NameNodes.

For more information go to: https://docs.cloudera.com/content/www/en-
us/documentation/enterprise/6/6.3/PDF/cloudera-administration.pdf

Set Up HDFS High Availability

The Enable High Availability workflow leads through adding a second (standby) NameNode and configuring
JournalNodes. During the workflow, Cloudera Manager creates a federated namespace. To set up HDFS High
Availability, follow these steps:

1. Log into the admin node (rhel01) and create the Edit directory for the JournalNode:

# ansible namenodes -m shell -a "mkdir -p /data/diskl/namenode-edits"
# ansible namenodes -m shell -a "chmod 77 /data/diskl/namenode-edits"

2. Log into the Cloudera manager and go to the HDFS service.

3. Select Actions> Enable High Availability. A screen showing the hosts that are eligible to run a standby
NameNode and the JournalNodes displays.
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COIP-COP-DCY

© B HDFS

Status  Instances O r Charts Library  Cache Statistics  Audils

Restart
HDFS Summar g mestar Charts

Configured Capacity HOFS Capacity @

Add Role Instances
Health Tests REname | Trigger
& Datalode Health Enter Maintenance Mode
e 50 keent cfipured Cana.. 195T = HIFS Lned 6.4

D75 Used ©

healthy: 100.00%. Perel Rebalance

Deploy Client Configuration
slagy

supperts @l the znable

Status Summat

Downlond Client Configuration

Balancer
Enable High Availability

Tatal Blocks Writtan Across Datalodas @
DataNode L "
Roll Edits

Narmetoce € Setup HOFS Data At Rest Encryption

SecondaryMametode @ 1 Good Health

Hasls @7 Good Health

14 5, Total ytes Witlon Across Dalabicdes 2.8bVs

A0FS, Total Blocks Wiitten Azrass Datalodes 0,05

4 30 minutes preceding Jan 16

NameNode Web UL Quick Links =

30m 1h 2h &

Total Bytes Read Across DataMNodes @

VDS, Total Byles Reed Avuss Databodes 1his

Total Blacks Read Across Databades @

HO1S, Total Bocks Read Across Dotakodes 002

Total Transcetvars Across DataNodes &

name for the nameservice or accept the default name nameservice1 and click Continue.

Enable High Availability for HDFS

(3) Getting Started

Getting Started

conligurations
3 Review Changes

5 A Nameservice Name * | na
4 Command Detalls

S Final Stey anociher name in Nameservice Name
5 Final Steps

This wizard leads you through sdding a standby NameNade, restarting this HDFS service and any dependent services, and then re-deploying client

lability crestes & new nemeservice. Accept the default name nameservicel or provide

5. In the NameNode Hosts field, click Select a host. The host selection dialog displays.

6. Check the checkbox next to the hosts (rhel2) where the standby NameNode is to be set up and click OK.

7. In the JournalNode Hosts field, click Select hosts. The host selection dialog displays.

8. Check the checkboxes next to an odd number of hosts (a minimum of three) to act as JournalNodes and click

OK. We used the same nodes for the Zookeeper nodes.

9. Click Continue.

& The standby NameNode cannot be on the same host as the active NameNode, and the host that is
chosen should have the same hardware configuration (RAM, disk space, number of cores, and so on)

as the active NameNode.
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B Versoer Enable High Availability for HDFS

° Getting Started
L Assign Roles
(Z) Assign Roles

R MameMode Hosts rhell? hdp3.cisco ozl (G
3 Review Changes

JoumnalNode Hosts 01-03] hd p3 cisen bacal
5 Final Sleps We recommend that JoumalModes be hoated on machines of similar hardware spacifi asthe
MarmeNaodes, The hosts of I les and the Re Manager are generally good ; You must have &

minimum of three and an odd number of JournalMedes.

10. In the JournalNode Edits Directory property, enter a directory location created earlier in step 1 for the Journal-
Node edits directory into the fields for each JournalNode host.

c CLOUDZRA Getting Started
Managar . -
Review Changes

Assign Roles ;

Set the following configuration values for your new roke(s). Required values are marked with *,

(3) Review Changes

Parameter Group @ Value Description
4 Commend Details
Service HOFS
5 Final Steps MameNode Data rheloz Determines where on the local file system the NemeNade should

Directories® smehiode Dafault B Comma-

dfz.nemenage name dir inall of the

ere M=1..3

ameNode Default

JournalNode Edits [ disk1/namencde-ed Directory on the local Tile system where NameNode edits are written,

oy

Din mply default value®y

dis journainede.edils.dif
eld2  jdatesdiskl/namencde-ad

Reset to empty default value*s

melos g
Reset to arnpty default value

k1/mamencde-ed

Extra Options

¥ Force initialize the ZooKeeper ZNode for autofailover. Al vious ZNode used for this nameservice will be overwritten.

¥ Cle v exlsting data

tin name director)

¥ NameMode

Make sure you have backed up any existing data in the name directories of Standby MameNode,

any existing da

Makse sure you have ba

# The directories specified should be empty and must have the appropriate permissions.

11. Extra Options: Decide whether Cloudera Manager should clear existing data in ZooKeeper, Standby
NameNode, and JournalNodes. If the directories are not empty (for example, re-enabling a previous HA con-
figuration), Cloudera Manager will not automatically delete the contents—select to delete the contents by
keeping the default checkbox selection. The recommended default is to clear the directories.

# If you choose not to configure any of the extra options, the data should be in sync across the edits
directories of the JournalNodes and should have the same version data as the NameNodes.

12. Click Continue.
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13. Cloudera Manager executes a set of commands that will stop the dependent services, delete, create, and
configure roles and directories as appropriate, create a nameservice and failover controller, and restart the
dependent services and deploy the new client configuration.

¢ couzea Enable High Availability for HDFS
Manager

Getting Started
Assign Roles
Status @ Finished Context HDFS(Z % Jan16,11:15:04 AM @ 101m
Review Changes oza 3 5 A 1
R g Successfully enabled High Availability and Automstic Failover
(4) Command Details v Completed 20 of 20 step(s).
4) Command Detal
. Show Only Running Steps
5 Final Steps
oy NameNode either heldd hdpd.ciscofocal  Jan 16, 111504 AM 5825
tionally clear 3
‘or the nameservice either do not exist Jan 16,11:15:10 AM 5888
@ copcoppCr @ Jan 16, 171516 AM 2.8m
Jan 16, 11:18.06 AM 27ms
(] aryNameNode role. The checkpoint directorics Jan 16, 171:18:06 AM 19ms
Node will not be celeted
iguring NameNodes and the HDFS service Lo ensble High Jan 16, 11:18.06 AM 2ms
Auailability
>@ Initializing High Availability state n ZooKeeper Z Fa Jan 16, 11:18:06 AM 21.843
> @ Starting the JournalNodes Jan 16, 11:18:28 AM 2475
> A Formatting the nam Node. If the 7 NemeNode (thei?) 4 Jan 16, 11:1B:52 AM 77.688

name directories are

‘ﬁ Formatting the name directory is expected to fail, if the directories are not empty.

14. In the next screen additional steps are suggested by the Cloudera Manager to update the Hue and Hive
metastore. Click Finish.

Enable High Availability for HDFS

Gelling Slarled

Final Steps
Aegign Roles
Succeasfully enabled High Availability.

Review Changes The fellowing manual steps must be performed after completing this wizard:
= Caonfigure the HOFS Web Inferface Role of Hue service(s) Hue to be an HTTPFS rale Instead of & Mamebode, Dacumentstion =
Command Details + For each of the Hive service(s) Hive, stop the Hive service, back up the Hive Metastore Database to a persistent slore, run the service
command "Update Hive Metastore NameModes', then restart the Hive services.

L
(5) Final Steps

The following subsections explain configuring Hue and Hive for High Availability as needed.

Configure Hive Metastore to Use HDFS High Availability

To configure the Hive Megastore to use HDFS High Availability, follow these steps:

1. Go the Hive service.

2. Select Actions > Stop.
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C CLOUD=RA
»  Manager

bl Charts
Replication

Administration

CDIP-CDP-DC7

O @ Hive

Status Instances

Health Tests

Show 3 Disabled

Status Summ

3. Click Stop to confirm the command.

Start
Audits

Restart

jger

Add Role Instances

Rename

Enter Maintenance Mode

4. Back up the Hive Metastore Database (if any existing data is present).

5. Select Actions> Update Hive Metastore NameNodes and confirm the command.
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C

Update Hive Metastore NameNodes X

Are you sure you want to run the Update Hive Metastore NameNodes command on
the service Hive?

CLOUDZ=RA
Manager

Administration

Back up the Hive Metastore Database before running this command. If using
Impala, after running this command you must either restart Impala or execute an
'invalidate metadata’ query.

Cancel

CDIP-CDP-DC7

O @ Hive

Status Instances

Health Tests

Show 3 Disabled

Status Summ

Gateway

Actions «

Start
Audits

Restart

jger
Add Role Instances
Rename

Enter Maintenance Mode

Deploy Client Configuration

Hive Metastore Server

HiveServer2

Process Status

WebHCat Server

Hosts

Create Hive User Directory

Create Hive Warehouse Directory

Create Hive Warehouse External Directory
Create Hive Metastore database tables
Create Hive Sys database

Validate Hive Metastore schema

. Update Hive Metastore NameNodes
Health Histor T

Update Hive Metastore NameNodes
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6. Select Actions> Start.
7. Restart the Hue and Impala services if stopped prior to updating the Metastore.

Configure Hue to Work with HDFS High Availability
To configure Hue to work with HDFS High Availability, follow these steps:

1. Go to the HDFS service.
2. Click the Instances tab.

3. Click Add Role Instances.

COIF-CDR-DC

Q a HDFS  astions -

Sz Insiances  Gonfigurstion  Commancs  FileBrowser  Chartslibrary  Cache Stalisfics  Audits  WeiUl = Quick Links =
[QI O Fers Last Updated: Jan 16, 61602 PR PST |
Artices for Selested - m fdld Pl Instences | Federation arsd High Avsitesilty | Rule Groups
Fillers !
satus RoleType state festname Cormmlssion State Rl Groun
STATUS
None L Starled commissionsd harmebiade Defaus Group
Gond Health
e © Mameate (Standy) Slerled Cammiszioened Pearmehiod Defeut Groag

4. Select the text box below the HttpFS field. The Select Hosts dialog displays.

5. Select the host on which to run the role and click OK.

6. Click Continue.

7. Check the checkbox next to the HttpFS role and select Actions for Selected> Start.

Add Role Instances to HDFS

(1) Assign Roles
Assign Roles

2 Review Chenges
wou can specfy the role assignments for your new roles here

You can also view the rele assignments by host [ENEREEITLET

B8 cateway B HupFs = 1 Mew B SecondaryMameMode
Select hosts rhe!03.hdp3.cisco local - Salect hosts

B nFs Gateway B JoumnalNode = 3 B NemeNode = 2
Select hosls Select hosls Selec| hosts

B rFallover Contraller x 7 B DataMade = 5

Select hosts Select hosts =
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COIF-CDP-DCT

© B HOFS | sooee-

Swfus  Instences  Configuration  Commands  FlleBrowser  Charts brary  Cache Statistics Sudds  web Ul = Oulek Links =
aQ o Filters Last Undated: Jan 16, 1738 PM PST O
Actions for Selected (1)~ LI=cBEREN  4dd Role Instaaces  Federatian and High Availzhility | Rale Croups
Filters
Status | FRals Type Sale Hostname Cammissian Sale finle Group
STATUS
Nane # o HitpFs soppad Commlsskned HiRpFS Default Group
Goga Heah
Ealans A salarcer Dafauit Groun
stopned
= Starled rheli Adp e oo Hamshode Defaull Grop
COMMISSION STATE
MAINTENANCE MODE -] Ramehode (Stenday) Sarlec el 0 ndpd. cico. oce Commissioned HameNode Cefault Group

8. After the command has completed, go to the Hue service.

9. Click the Configuration tab.

10. Locate the HDFS Web Interface Role property or search for it by typing its name in the Search box.
11. Select the HttpFS role that was just created instead of the NameNode role and save your changes.

12. Restart the Hue service.

COIF-COR-DCT
® e Hue s Jun 16, 652 PM ST
Status  Instances  Configuration  Commands  Charms Ubrary  Audits Wb U= Quick Links =
©4 HOFS web interfaca rale M Filters  GnicGraups  History and Ralhass
Filters Strows A1 Doscriptians

HOFS Web Interface Role &
wlhlfe_ul
MameMede (rhe0z)

: HameNzde (heids)

o HTTRES mle is recammentad for Wek inteace if HOFS is HA ar ferdenated
CATEGORY
Advanosd & verpage| 25 v | amet e
Cioudera Navigatar o erPage( 25 | Tt .

Férertnrs Movdrabnr Felimiee

‘ﬁ Refer to the High Availability section in the Cloudera Management document:
https://www.cloudera.com/documentation/enterprise/6/6.2/topics/admin_ha.html for more information
on setting up High Availability for other components like Impala, Oozie, and so on.

YARN High Availability

The YARN Resource Manager (RM) is responsible for tracking the resources in a cluster and scheduling
applications (for example, MapReduce jobs). Before CDH 5, the RM was a single point of failure in a YARN cluster.
The RM high availability (HA) feature adds redundancy in the form of an Active/Standby RM pair to remove this
single point of failure. Furthermore, upon failover from the Standby RM to the Active, the applications can resume
from their last check-pointed state; for example, completed map tasks in a MapReduce job are not re-run on a
subsequent attempt. This allows events such the following to be handled without any significant performance
effect on running applications.

e Unplanned events such as machine crashes.
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e Planned maintenance events such as software or hardware upgrades on the machine running the
ResourceManager.

For more information, go to:
https://www.cloudera.com/documentation/enterprise/latest/topics/cdn hag rm ha config.html#xd 583c¢10bfdbd
326ba--43d5fd93-1410993f8c2--7f/7

Set Up YARN High Availability
To set up YARN high availability, follow these steps:

1. Log into the Cloudera manager and go to the YARN service.

2. Select Actions> Enable High Availability.

COPDCT
& B YARN 44 30 minutas pracading Jan 16, 654 PM FET ™
Status ntances c Audits Webul - Quick Links =
Stap
Restart
calth Tests o 30m W b 6h 1w W a0 e
Health Tests [ —— rts
cabicns Running {Cumulatve| & applications Falled {Cumulatve| @
Al Fale Instances
YARN Contaner Usags i
This healthiestiz cizel  Rename H
disatled far YARN. z

Enter Maintenance Mode

e e - i i1 p—
Slatus surmmar Deglay Client Configuratian
JabHistery Server g Create Job History Dir cations Kllled {Cunlativ) & Tetal Contakars Runeing Across NodeManag...
Creele NodeManager Remole Appication Log Direcory
Modetderager L4 B
RescuceManeos @
sl € nstall ¥ARN MapReduce Framewark J4Rs
Inslall FARN Services Degendencies o1 (YARN, Appizatons Kled [Curwlattez) D RN, ot Contad ners Rumning deross Nedehznz... ©
Health History [ —. Total Comnabeers Fad Acrasa NodaMlanagar
Create Ranger Plugin dudit Diractory .
@ @ Becerme Good P
he hezlth lest resull for 2
=ron (VAR Pending Coaine s |Cumulitiee) 0 YA, Tonad Coma nara Faled Acrcen Modakanagen 0

3. A screen showing the hosts that are eligible to run a standby ResourceManager displays.
4. The host where the current ResourceManager is running is not available as a choice.
5. Select the host (rhel3) where the standby ResourceManager is to be installed and click Continue.

Enable High Availability for YARN

(1) Getting Started
Getting Started

2 Review Changes
This wizard leads you through adding a standby Resourcebanager, restarting this YARM service and any dependent services, and then re-deplaying
client configurations.

3 Command Details

RezourceManager Hoats rhell2 hdpd.cisco.local (C...

rhell3 hdpd. cisco. local

6. Cloudera Manager proceeds to execute a set of commands that stop the YARN service, add a standby Re-
sourceManager, initialize the ResourceManager high availability state in ZooKeeper, restart YARN, and rede-
ploy the relevant client configurations.
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7. Click Finish once the installation is completed successfully.

Configure Yarn (MR2 Included) and HDFS Services

The parameters in Table 6 and Table 7 are used for Cisco UCS Integrated Infrastructure for Big Data and
Analytics Performance Optimized cluster configuration described in this document. These parameters are to be
changed based on the cluster configuration, number of nodes and specific workload.

Table 6 YARN

Service Value
mapreduce.output.fileoutputformat.compress.type BLOCK
mapreduce.output.fileoutputformat.compress.codec org.apache.hadoop.io.compress.DefaultCodec
mapreduce.map.output.compress.codec org.apache.hadoop.io.compress.SnappyCodec
mapreduce.map.output.compress True
zlib.compress.level BEST_SPEED
mapreduce.task.io.sort.factor 64
mapreduce.map.sort.spill.percent 0.9
mapreduce.reduce.shuffle.parallelcopies 20
yarn.nodemanager.resource.memaory-mb 320GB
yarn.nodemanager.resource.cpu-vcores 64
yarn.scheduler.maximum-allocation-vcores 64
yarn.scheduler.maximum-allocation-mb 320GB
mapreduce.task.io.sort. mb 2047
mapreduce.job.reduce.slowstart.completedmap 0.8
yarn.app.mapreduce.am.resource.cpu-vcores 1
mapreduce.map.memory.mb 5G
mapreduce.reduce.memory.mb 5G
mapreduce.job.heap.memory-mb.ratio 0.8
mapreduce job.shuffle.merge.percent 0.95
mapreduce job.shuffle.input.buffer.percent 0.7
mapreduce job.reduce.input.buffer.percent 0.7
mapreduce.input. fileinputformat.split. minsize 4096000000
mapreduce.ifile.readahead.bytes 16777216
mapreduce.inmem.merge.threshold 0
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Service Value
Enable Optimized Map-side Output Collector Enable - Gateway Default Group
Table 7 HDFS

Service Value
dfs.datanode.failed.volumes.tolerated 6
dfs.datanode.du.reserved 50 GiB
dfs.datanode.data.dir.perm /755

Java Heap Size of Namenode in Bytes 2628 MiB
dfs.namenode.handler.count 54
dfs.namenode.service.handler.count 54

Java Heap Size of Secondary namenode in 2628 MiB

Bytes

Configure Spark

The two main resources that Spark (and YARN) are dependent on are CPU and memory. Disk and network 1/O,
play a part in Spark performance as well, but neither Spark nor YARN currently can actively manage them. Every
Spark executor in any application has the same fixed number of cores and same fixed heap size. The number of
cores can be specified with the executor-cores flag when invoking spark-submit, spark-shell, and pyspark from
the command line, or by setting the spark.executor.cores property in the spark-defaults.conf file or in the

SparkConf object.

The heap size can be controlled with the executor-memory flag or the spark.executor.memory property. The
cores property controls the number of concurrent tasks an executor can run, executor-cores = 5 mean that each
executor can run a maximum of five tasks at the same time. The memory property impacts the amount of data
Spark can cache, as well as the maximum sizes of the shuffle data structures used for grouping, aggregations,
and joins.

The num-executors command-line flag or spark.executor.instances configuration property control the number of
executors requested. Dynamic Allocation can be enabled from CDH5.4 instead setting the
spark.dynamicAllocation.enabled to true. Dynamic allocation enables a Spark application to request executors
when there is a backlog of pending tasks and free up executors when idle.

Asking for five executor cores will result in a request to YARN for five virtual cores. The memory requested from
YARN is a little more complex for a couple reasons:

e executor-memory/spark.executor.memory CONtrols the executor heap size, but JVMs can also use
some memory off heap, for example for VM overhead, interned Strings and direct byte buffers. The value of
the spark.yarn.executor.memoryOverhead property is added to the executor memory to determine
the full memory request to YARN for each executor. It defaults to max (384, 0.10 *

spark.executor.memory).

e YARN may round the requested memory up a little. YARN’S yarn.scheduler.minimum-allocation-
mb and yarn.scheduler.increment-allocation-mb properties control the minimum and
increment request values respectively.
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e The application master is a non-executor container with the special capability of requesting containers from
YARN, takes up resources of its own that must be budgeted in. In yarn-client mode, it defaults to a 1024MB
and one vcore. In yarn-cluster mode, the application master runs the driver, so it's often useful to add its
resources with the -driver-memory and -driver-cores properties.

e Running executors with too much memory often results in excessive garbage collection delays. 64GB is a
rough guess at a good upper limit for a single executor.

e A good estimate is that at most five tasks per executor can achieve full write throughput, so it's good to
keep the number of cores per executor around that number.

e Running tiny executors (with a single core and just enough memory needed to run a single task, for
example) throws away the benefits that come from running multiple tasks in a single JVM. For example,
broadcast variables need to be replicated once on each executor, so many small executors will result in
many more copies of the data.

Tune Resource Allocation for Spark

Below is an example of configuring a Spark application to use as much of the cluster as possible, we are using an
example cluster with 16 nodes running NodeManagers, each equipped with 56 cores and 256GB of memory.
yarn.nodemanager.resource.memory-mb and yarn.nodemanager. resource.cpu-vcores should be set to 180 *
1024 = 184320 (megabytes) and 48 respectively.

spark.default.parallelism=10000

spark.driver.memoryOverhead=4096

spark.executor.memoryOverhead=4096
spark.executor.extraJavaOptions=-XX:+UseParallelGC -XX:ParallelGCThreads=4
spark.shuffle.file.buffer=1024k

spark.broadcast.compress=true

spark.shuffle.compress=true
spark.io.compression.codec=org.apache.spark.io.SnappyCompressionCodec
spark.io.compression.snappy.blockSize=512k

This configuration results in four executors on all nodes except for the one with the AM, which will have three
executors.

executor-memory is derived as (180/4 executors per node) = 45; 45 * 0.10 = 4.5 45 -
4.5 ~ 40.

For taking care of long running processes use 2G for the spark driver
spark.driver.memory = 2G

Submit a Job

--driver -memory 2G -executor -memory 40G --num-executors 63 --executor-cores 5 --
properties-file /opt/cloudera/parcels/CDH/etc/spark/conf.dist/spark-defaults.conf

In yarn-cluster mode, the local directories used by the Spark executors and the Spark driver will be the local
directories configured for YARN (Hadoop YARN config yarn.nodemanager.local-dirs). If the user specifies
spark.local.dir, it will be ignored.

In yarn-client mode, the Spark executors will use the local directories configured for YARN while the Spark driver
will use those defined in spark.local.dir. The Spark driver does not run on the YARN cluster in yarn-client mode,
only the Spark executors do.
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spark.local.dir /tmp (Directory to use for "scratch" space in Spark, including map
output files and RDDs that get stored on disk. This should be on a fast, local disk
in your system).

Every Spark stage has several tasks, each of which processes data sequentially. In tuning Spark jobs, this
parallelism number is the most important parameter in determining performance. The number of tasks in a stage is
the same as the number of partitions in the last RDD in the stage. The number of partitions in an RDD is the same
as the number of partitions in the RDD on which it depends, with a couple exceptions: the coalesce transformation
allows creating an RDD with fewer partitions than its parent RDD, the union transformation creates an RDD with the
sum of its parents’ number of partitions, and Cartesian creates an RDD with their product.

RDDs produced by a file have their partitions determined by the underlying MapReduce
InputFormat that’s used. Typically there will be a partition for each HDFS block
being read. Partitions for RDDs produced by parallelize come from the parameter
given by the user, or spark.default.parallelism if none is given.

The primary concern is that the number of tasks will be too small. If there are fewer tasks than slots available to
run them in, the stage won't be taking advantage of all the CPU available.

If the stage in question is reading from Hadoop, your options are:
e Use the repartition transformation, which will trigger a shuffle.
e Configure your InputFormat to create more splits.
e \Write the input data out to HDFS with a smaller block size.

If the stage Is getting its input from another stage, the transformation that triggered the stage boundary will accept
a numPartitions argument.

The most straightforward way to tune the number of partitions is experimentation: Look at the number of partitions
in the parent RDD and then keep multiplying that by 1.5 until performance stops improving.

In contrast with MapReduce for Spark when in doubt, it is almost always better to be on the side of a larger

number of tasks (and thus partitions).

Shuffle Performance Improvement

spark.shuffle.compress true (compress map output files)
spark.broadcast.compress true (compress broadcast variables before sending them)

spark.io.compression.codec org.apache.spark.io.SnappyCompressionCodec (codec used to compress internal
data such as RDD partitions, broadcast variables and shuffle outputs)

spark.shuffle.spill.compress true (Whether to compress data spilled during shuffles.)

spark.shuffle.io.numConnectionsPerPeer 4 (Connections between hosts are reused in order to reduce connection

buildup for large clusters. For clusters with many hard disks and few hosts, this may result in insufficient
concurrency to saturate all disks, and so users may consider increasing this value.)

spark.shuffle file.buffer 64K (Size of the in-memory buffer for each shuffle file output stream. These buffers
reduce the number of disk seeks and system calls made in creating intermediate shuffle file)
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Improve Serialization Performance

Serialization plays an important role in the performance of any distributed application. Often, this will be the first
thing that should be tuned to optimize a Spark application.

spark.serializer org.apache.spark.serializer.KryoSerializer (when speed is necessary)

spark.kryo.referenceTracking false

spark.kryoserializer.buffer 2000 (If the objects are large, may need to increase the size further to fit
the size of the object being deserialized).

SparkSQL is ideally suited for mixed procedure jobs where SQL code is combined with Scala, Java, or Python
programs. In general, the SparkSQL command line interface is used for single user operations and ad hoc queries.

For multi-user SparkSQL environments, it is recommended to use a Thrift server connected via JDBC.

Spark SQL Tuning

Below are some guidelines for Spark SQL tuning:

To compile each query to Java bytecode on the fly, turn on sgl.codegen. This can improve performance for
large queries but can slow down very short queries.

spark.sgl.codegen true

spark.sqgl.unsafe.enabled true

Configuration of in-memory caching can be done using the setConf method on SQLContext Or by
running SET key=value commands using SQL.

spark.sql.inMemoryColumnarStorage.compressed true (wil automatically select a compression
codec for each column based on statistics of the data)

spark.sql.inMemoryColumnarStorage.batchSize 5000 (Controls the size of batches for columnar
caching. Larger batch sizes can improve memory utilization and compression, but risk OOMs when caching
data)

The columnar nature of the ORC format helps avoid reading unnecessary columns, but it is still possible to
read unnecessary rows. ORC avoids this type of overhead by using predicate push-down with three levels
of built-in indexes within each file: file level, stripe level, and row level. This combination of indexed data and
columnar storage reduces disk 1/O significantly, especially for larger datasets where 1/O bandwidth becomes
the main bottleneck for performance.

By default, ORC predicate push-down is disabled in Spark SQL. To obtain performance benefits from
predicate push-down, enable it explicitly, as follows:

spark.sgl.orc.filterPushdown=true

In SparkSQL to automatically determine the number of reducers for joins and groupbys, use the parameter:

spark.sqgl.shuffle.partitions 200, (default value is 200)
This property can be put into hive-site.xml to override the default value.

Set log to WARN in log4j.properties to reduce log level.
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# Running the Thrift server and connecting to spark-sql through beeline is the recommended option for
multi-session testing.

Compression for Hive

Set the following Hive parameters to compress the Hive output files using Snappy compression:

hive.exec.compress.output=true
hive.exec.orc.default.compress=SNAPPY

Change the Log Directory for All Applications

To change the default log from the /var prefix to /data/diskl, follow these steps:

1. Log into the cloudera home page and click My Clusters.
2. From the configuration drop-down list select “All Log Directories.”

3. Click Save.
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Summary
I ————————————

When building an infrastructure to enable this modernized architecture which could scale to thousands of nodes,
operational efficiency can’t be an afterthought.

To achieve a seamless operation of the application at this scale, you need:

e Infrastructure automation of Cisco UCS servers with service profiles and Cisco Data Center network
automation with application profiles with Cisco ACI.

o Centralized Management and Deep telemetry and Simplified granular trouble-shooting capabilities and -
Multi-tenancy allowing application workloads including containers, micro-services, with the right level of
security and SLA for each workload.

e (Cisco UCS with Cisco Intersight and Cisco ACI can enable this cloud scale architecture deployed and
managed with ease.

e (CDP on CIDP delivers new approach to data where machine learning intelligently auto scale workloads up
and down for more cost-effective use of private cloud infrastructure.

For More Information

For additional information, see the following resources:

e To find out more about Cisco UCS big data solutions, see http://www.cisco.com/go/bigdata.

e TO find out more about Cisco Data Intelligence Platform, see
https://www.cisco.com/c/dam/en/us/products/servers-unified-computing/ucs-c-series-rack-
servers/solution-overview-c22-742432 pdf

e To find out more about Cisco UCS big data validated designs, see http://www cisco.com/go/bigdata design

e To find out more about Cisco UCS Al/ML solutions, see hitp://www.CISCO.com/go/ai-compute

e To find out more about Cisco ACI solutions, see hitp://www.CiSco.com/go/aci

e To find out more about Cisco validated solutions based on Software Defined Storage, see
https://www.cisco.com/c/en/us/solutions/data-center-virtualization/software-defined-storage-
solutions/index.htm!

e Cloudera Data Platform Data Center 7.0 release note, see https://docs.cloudera.com/cdpdc/7.0/release-
guide/topics/cdpdc-release-notes-links.html

e (CDP Data Center Requirements and Supported Versions, see
https://docs.cloudera.com/cdpdc/7 O/release-guide/topics/cdpdc-requirements-supported-versions.html
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Bill of Materials

Bill of Materials
]

This section provides the BoM for the 28 Nodes Hadoop Base Rack. See Table 8 for BOM for the Hadoop Base
rack and Table 9 for Red Hat Enterprise Linux License.

Table 8 Bill of Materials for Cisco UCS C240M5SX Hadoop Nodes Base Rack

Part Number Description Qt
UCSC-C240-M5SX UCS C240 M5 24 SFF + 2 rear drives w/o CPU, mem, HD, | 28
PCle, PS
CON-0OSP-C240M5SX SNTC 24X7X40S UCS C240 M5 24 SFF + 2 rear drives 28
w/o CPU, mem
UCSC-PCI-1-C240M5 Riser 1 incl 3 PCle slots (x8, x16, x8); slot 3 req CPU2 28
UCSC-MLOM-C40Q-03 Cisco VIC 1387 Dual Port 40Gb QSFP CNA MLOM 28
UCS-M2-240GB 240GB SATA M.2 56
UCSC-PSU1T-1600W Cisco UCS 1600W AC Power Supply for Rack Server 56
UCSC-RAILB-M4 Ball Bearing Rail Kit for C220 & C240 M4 & M5 rack servers | 28
CIMC-LATEST IMC SW (Recommended) latest release for C-Series 28
Servers.
UCS-SID-INFR-BD Big Data and Analytics Platform (Hadoop/loT/ITOA/AI/ML) 28
UCS-SID-WKL-BD Big Data and Analytics (Hadoop/IoT/ITOA) 28
UCSC-HS-C240M5 Heat sink for UCS C240 M5 rack servers 150W CPUs & 56
below
UCSC-PCIF-240M5 C240 M5 PCle Riser Blanking Panel 28
UCS-M2-HWRAID Cisco Boot optimized M.2 Raid controller 28
CBL-SC-MR12GM5P Super Cap cable for UCSC-RAID-M5HD 28
UCSC-SCAP-M5 Super Cap for UCSC-RAID-M5, UCSC-MRAID1GB-KIT 28
UCSC-RAID-M5HD Cisco 12G Modular RAID controller with 4GB cache 28
UCS-HD24TB10K4KN 2.4 TB 12G SAS 10K RPM SFF HDD (4K) 728
UCS-MR-X32G2RT-H 32GB DDR4-2933-MHz RDIMM/2Rx4/1.2v 336
UCSC-RSAS-240M5BX C240 Rear UCS-RAID-M5HD SAS cbl(1)kitinclfan,bkpln 28
UCS-CPU-16230 Intel 6230 2.1GHz/125W 20C/27.50MB DCP DDR4 2933 | 56
MHz
UCS-HD24TB10K4KN 2.4 TB 12G SAS 10K RPM SFF HDD (4K) 56
RHEL-252V-3A Red Hat Enterprise Linux (1-2 CPU,1-2 VN); 3-Yr Support | 28
Req
CON-ISV1-EL2S2V3A ISV 24X7 RHEL Server 2Socket-OR-2Virtual; ANNUAL List | 28
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Bill of Materials

Part Number Description Qty
Price

CAB-NBKBA-NA Power Cord, 200/240V 6A North America 56

RACK2-UCS2 Cisco R42612 standard rack, w/side panels 2

CON-SNT-RCK2UCS2 SNTC 8X5XNBD, Cisco R42612 standard rack, w side 2
panels

UCS-SP-FI6332 (Not sold standalone) UCS 6332 1RU FI/12 QSFP+ 4

CON-0OSP-SPFI6332 ONSITE 24X7X4 (Not sold standalone) UCS 6332 1RU 4
FI/No PSU/3

UCS-PSU-6332-AC UCS 6332 Power Supply/100-240VAC 8

‘& For NameNode, we configured ten 1.2TB 10K RPM SAS HDD.

Table 9 Red Hat Enterprise Linux License

Part Number Description Qty
RHEL-252V-3A Red Hat Enterprise Linux 30
CON-ISV1-EL252V3A 3-year Support for Red Hat Enterprise Linux 30

# For Cloudera Data Platform Data Center (CDP DC) software licensing requirement, contact Cloudera Data
Platform software - Sales

165


https://www.cloudera.com/products/cloudera-data-platform/cdp-data-center.html
https://www.cloudera.com/products/cloudera-data-platform/cdp-data-center.html

Appendix

Appendix
I ————————————

Configure Cisco Boot Optimized M.2 RAID Controller

Beginning with 4.0(4a), Cisco UCS Manager supports Cisco boot optimized M.2 RAID controller (UCS-M2-
HWRAID), which is based on Marvell® 88SE92xx PCle to SATA 6Gb/s controller.

The following M.2 drives are managed by the Cisco boot optimized M.2 RAID controller:
o 240GB M.2 6G SATA SSD
o 960GB M.2 6G SATA SSD

‘ﬂ The Cisco boot optimized M.2 RAID controller supports only RAID1/JBOD (default - JBOD) mode and
only UEFI boot mode.

The following are the limitations of the Cisco boot optimized M.2 RAID controller:
e Existing LUN migration is not supported.
e [ ocal Disk Configuration policy is not supported.
e Entire disk capacity is used while creating single LUN.

e LUNis created using the Local LUN tab (see Configuring Local LUNS) under storage profile and not using
the controller definitions.

e You cannot mix different capacity M.2 drives.
To create a Disk Group Policy and Storage Profile Policy to be attach with Service Profile for

Cisco Optimized M.2 RAID Controller follow the steps in the following sections.

Configure Disk Group Policy

To configure the disk group policy, follow these steps:

1. Inthe UCSM WebUI, Go to storage tab. In the Storage Policy section, right-click Disk Group Policies. Click
Create Disk Group Policy.
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All - Storage | Storage Policies | root /| Sub-Organizations /| UCS-HDP | Disk Group Policies

Disk Group Policies
* Storage

Y, a ilter i
» Storage Profiles Te Advanced Filter 4 Export % Print

* Storage Policies Name
v root BootLun
» Disk Group Policies CDSW-R10
* Sub-Organizations MNameMNode_R10
* UCS-HDP 53260-BootlLUN

Disk Group Policies r
Create Disk Group Policy
BootlLun
CDSW-R10
MameMode_R10
53260-BootLUN

» Sub-Organizations

2. Enter a name and description for the new Disk Group Policy. Select Manual Disk Group Configuration. Click
Add.

Create Disk Group Policy ? X

Mame : Boot-MZ-HWRaid
Descrption : | Boot policy for Cisco UCS M.2 HW Raid contaller
RAID Level : |RAID 1 Mirrered il
(1 Disk Group Canfiguration [Automatiz) (e) Disk Group Corfiguration (Manual]

Disk Group Configuration (Manual)

T Advanced Hiter 4 Lwport o Hrint i

Slot Number Rele Sgan D

Mo data available

) Add

Virtual Drive Configuration

Srip Size (KB} o | Platform Default v

‘ﬁ M.2 disks are allocated Disk slot Number 253 and 254.
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General Invientorny Virtual Machines | belard Drisplay Installed Tirmwars SCL Logs CIMC Scasions WIT Paths Power Conwol Manitor | le:alth Diagr> &
Motherboard CINC CPL= Copronessor Cards GPl= Pl Switch Memaory Adapters HRA= MIC=s ISCSEIWNICS Persistent Memary

4+ = TYeAuvancedFilter 4 Export i Print L=

Mame Size (ME) Serial Operabilivg Dirive State Presence Technology Bnootahla

Storage Coentroller PCH 8
» Storage Coentroller SAS 1

w Slorags Conloller SATA 2

Disk 253 226936 143 HT1COBAR Oparable Jbod Equippead 550 False

Disk 254 2289236 1735191C078D Operable Jbod Equipped SsDh False

Ctnrnmn Panteallae CATA T

3. Enter Slot Number 253 for the first disk. Click OK.

Create Local Disk Configuration Reference

Slat Mumzar: | 253 [1-254]

Role : Marmal { Dedicated Hot Spare [ Glabal Hot Spare |

Span ID : unspecified [0-8]

4. Click Add to add second disk, enter Slot Number 254.
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Create Local Disk Configuration Reference

Slot Mumber : | 254 [1-254]

Fle | Mormal ) Dedicated Hat Spare ) Global Hot Spare

Span ID : | unspecifiad [0-8]

5. In Virtual Drive Configuration section leave all option as Platform Default. Click OK.

Create Disk Group Policy

7 X
Slat Mumber Role Span I3
253 Nomal Unspecified
254 MNomal Unspecified
@' Add Delete Info

Virtual Drive Gonfiguration
Strip Size (KBI © | Platform Default v
Access Policy : |1'_o') Platform Default () Read Write ) Read Only ) Blocked
Read Policy : |“o) Platform Default | ) Read Ahead ) Normal |

Write Cache Palicy © |1$) Platform Default 1 Write Through > VWrite Back Good Bou () Always Write Back

16 Polioy : |“3J Platform Default ) Direct () Cached |
Drive Cache : |1$) Platform Default ' Mo Change ( 'Enable (! Disable
Security |

Configure Storage Profile

To configure the storage profile, follow these steps:

1. In the Storage Profiles section, select Storage Profiles. Right-click and select Create Storage Profile.
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| All - Storage | Storage Profiles | root | Sub-Organizations | UCS-HDP

* Storage General | Sub-Organizations Faults Events

* Starage Profiles

Fault Summary Properties
* root
» Sub-Organizations ® e @ Marng : UCS-HDP
e LD 1] o ] o Deseription :
Create Organization Level 21
) Create Storage Profile
. o Bt Sl Actions

Start Fault Suppression
Create Organization

Copy Create Storage Profile

Copy XML

Start Fault Suppression

Delete

n Suppression 1ask Proparties
* Storage Policles
Deleta

* root

2. Enter a name for the Storage Profile. Click Add.

Create Storage Profile

X

Name . BootLUN-M2

Description :

LUNs

Local LUNs LUN Set Controller Definitions Security Policy

Y, Advanced Filter 4 Export & Print o

Name Size (GB) Order Fractional Size (MB)

No data available

@ Add

3. Enter a name for the Local LUN to be created, click Auto Deploy, check the box for Expand to Available, and

from the drop-down list for Disk Group Configuration, select RAID 1 Disk Group Policy created for M.2 SATA
Disks. Click OK.
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Create Local LUN

X

(®) Create Local LUN () Prepare Claim Local LUN

Name . BootLUN-M2

Size (GB) R [0-245760]
Fractional Size (MB) -0

Auto Deploy . |(e) Auto Deploy () No Auto Deploy
Expand To Available L@

Select Disk Group Configuration : | Boot-M2-HWRaid v | Create Disk Group Policy

4. Attach a Storage Profile created to a Service profile or create a new Service Profile.

5. (Go to the Storage tab on the Service Profile, select Storage Profile. Select Modify Storage Profile. Select
Storage Profile created for M.2 SATA Disks.
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Figure 54 Example of the Service Profile Associated to a Cisco UCS C240 M5 Server with Cisco UCS-M2-

HWRAID and 2 240GB M.2 SATA SSD Installed

General e

Metwork

ISCSI vNICs

vMedia Policy Boot Order Virtual Machines FC Zanes Policies Server Details CIMC Sessions F3M WIF >
Local Disk Conhguration Palicy vHBAS wvHEA Initiator Groups
Actions Storage Profile Policy
MName - BootLUN-M2
Description © RAID 1 boot lun for M.2 SATA disks
Storage Profile Instance : org-roolorg-UCS-BDA/profile-BootLUN-MZ
| Local LUNs | LUN Set Controller Definitions Security Palicy Faults
T, Advanced Fiter 4 Export o Print 4
Mame RAID Level Size (MB) Deploy Name LUMN I
| BootLLUN-M2 RAID 1 Mirrored 228936 Applied Bootl UM-M2 1000 optimal
Details
Actions LUN Details
Profile LUN Mame  : BootLUN-M2 Order © Mot Applicable
Rename Referenced LUN RAID Level © RAID 1 Mirrored Size (MB) | 228936
Configured Size (GB) : 1 Admin State © Online
Set Undeployed
Config State © Applied Bootahle  Enabled
Deployed LUN Details
LUN New Name Referenced LN Mame : BootLUN-M2
Deploy MNai : BootLUN-M2 LUM ID © 1000
Drive State . optimal
Figure 55 Example of Virtual Drive Created from 2 M.2 SATA SSD
Geners ory | wimalMchres Wk Dsaay bsmled brmazre  SELlogs U sone Vi Sane loniral Wenkar  dealin  Disgresbcs  badts  beems M

HBAs KK

Fsid Tyaia Coef St Doy Aesin iy Presiancs
s Carniclier PCH B
storage Gantrolier 545 1
 Storage Camrolior SATA 2
WMl Dt BamtlUN-ME 220672 RAID 1 Mimcens Ho Otk Equipped Tnas
 Camrolicr 5ATA 7
Resians Propartis
irlua Drive Merre BT
Trpe Diozs Sze 312
Besilsbin S o T Hurinas of Akss AGRTI0ESE
v 1000 Lrtve Bacurty : Mo
g D 10 o [ Qptimal
Ship Sigw (KD} L3 Aecacus Paicy © Ruad Wirite
Anad Plicy * Noemal + Wit Thraugh
0 Babcy © Direct © Wirte Through
Trus Mo Changa
Saates
Oparaiiny Oparalie e Quaiter Reasan A
Conf State + Applied Dz Azaen + Mo Action
Snrage
LUK Kame © BoosLUN-MZ
Aol M

Assignad Tr Sava

wrg-roetfarg -LCS- BOATe - Boall LN- M2
segnrark it 1
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namz size (VE sera Cperaity Dirhee Staes Fresence Technaiogy Eectane

n 283 (153 UGS M2 2008
endar Micran =) w1

e © 1TIG18C40AEE Hevzion ce

Brevkat Mann ADGE M.2 B SATA S50

Ditan Stne © owiine Fowar S Active
size IME © 228936 Linke Speed © BGbps
Hurioer of Bges 453360028 Logieal Bioek Size sz

Bz lewen [FTV

Apply Storage Profile in Service Profile Template

To create a new Service Profile template or update an existing template for Service Profile to attach a newly
created Storage Profile for Cisco Boot Optimized RAID Controller, follow these steps:

1. Go to Service Profile Template.

2. Select Storage tab in Service Profile Template.

3. Select Storage Profile tab. Click Modify Storage Profile.

4. From the Storage Profile drop-down list, select Storage Profile for Cisco Boot Optimized RAID Controller.

5. If updating a Service Profile Template, once saved the changes in the configuration change in the Service
Profile Template and are automatically applied to all Service Profile binded with the template.
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Modify Storage Profile

Specite Storage Frotlz | Savege Frofiie Pobey
Storage ﬂ-cuc{ [T

Meme  DoDHAUN-MZ
Ueseption : RAKD T boot lun for M2 SATA disks
Limis

| ool LUbs | LUNS@ Cosralier Dafeisons

Install RHEL 7.6 on Cisco Optimized M.2 RAID Controller

To install Red Hat Enterprise Linux 7.6 OS on Cisco UCS server with Virtual Drive created from Cisco Optimized
M.2 RAID Controller (UCS-M2-HWRAID) in UEFI Boot Mode, follow these steps:

1. On the Welcome screen, select a language and click Continue.
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RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
B us Help!

WELCOME TO RED HAT ENTERPRISE LINUX 7.6.

What language would you like to use during the installation process?

English English
Afrikaans 231 English (United Kingdom)
AT English (India)
asall English (Australia)
it English (Canada)

English (Denmark)
AsCAS English (Ireland)
Benapyckaa ¢ il English (New Zealand)
Buvnrapckun jaria English (Nigeria)
et jali English (Hong Kong SAR China)
Bosanski English (Philippines)
Catala t English (Singapore)
Eedtina English (South Africa)
Cyiiesg English (Zambia)

English (Zimbabwe)
sk English (Botswana)
Deutsch Enalish (Antioua & Barbuda)

a
Quit L Continue
2. Select DATE & TIME.
INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
Bus Help!

LOCALIZATION

KEYBOARD
English (US)

LANGUAGE SUPPORT
English (United States)
SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Minimal Install
SYSTEM
INSTALLATION DESTINATION KDUMP
Automatic partitioning selected Kdump is enabled
NETWORK & HOST NAME SECURITY POLICY
Not connected No profile selected

3. Select region and City.
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DATE & TIME RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
L
Region: | Americas »  City: Los Angeles - Network Time OFF S
™
%N
%
.‘C\
1
IS0
A A
14:53 et l1lv / 08w / 2019w
v v
4. Select SOFTWARE SELECTION.
INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
ERus Help

LOCALIZATION

DATE & TIME KEYBOARD

Americas/Los Angeles timezone o= English (US)
E LANGUAGE SUPPORT

English (United States)

SOFTWARE
INSTALLATION SOURCE
Local media
SYSTEM
a INSTALLATION DESTINATION KDUMP
Y Automatic partitioning selected Kdump is enabled
9 NETWORK & HOST NAME SECURITY POLICY
e Not connected No profile selected

Quit

5. Select Infrastructure Server in Base Environment. For Add-0Ons for the selected environment, choose:
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—  Network File System Client
— Performance Tools
—  Compatibility Libraries

—  Development Tools

— Security Tools

SOFTWARE SELECTION RED HAT ENTERPRISE LINUX 7.6 1
Base Environment Add-Ons for Selected Environment
Minimal Install Il

Java support for the Red Hat Enterprise Linux Server and Desktop Platforms.
Basic functionality Large Systems Performance

O Infrastructure ~ Performance support tools for large systems.
Server for operating network Infrastructure services. Load Balancer

File and Print Server Load balancing support for network traffic.

File, print, and storage server for enterprises “| MariaDB Database Server
Basic Web Server The MariaDB SQL database server, and associated packages,

Server for serving static and dynamic internet content % Network File Synem Client
Virtualization Host Enables the system to attach to network storage.
Minimal virtualization host. ¥ Performance Tools
Server with GUI Tools for diagnosing system and application-level performance problems
Server for operating network infrastructure services, with a GUL PostgreSQL Database Server
The PostgreSQL SQL database server, and associated packages.
|_| Print Server
Allows the system to act as a print server
Remote Management for Linux
Remote management interface for Red Hat Enterprise Linux, including
OpenLMI and SNMP.
_| Virtualization Hypervisor
k Smallest possible virtualization host installation.
v Compatibility Libraries
Compatibility ibraries for applications built on previous versions of Red Hat
Enterprise Linux
(¥ Development Tools
A basic development environment
+ Security Tools
Security tools for Integrity and trust verification.
Smart Card Support
Support for using smart card authentication
System Administration Tools
Utilities useful in system administration.

6. Select Installation Destination.
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INSTALLATION SUMMARY (Y RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
Elus Help!

LOCALIZATION
DATE & TIME KEYBOARD
Americas/Los Angeles timezone English (US)
E LANGUAGE SUPPORT
English (United States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Infrastructure Server
SYSTEM

INSTALLATION DESTINATION KDUMP
Kdump is enabled

-) NETWORK & HOST NAME a SECURITY POLICY

6 Not connected No profile selected

Quit

7. Select the Virtual Drive created from M.2 SATA SSDs. Select | will Configure Partitioning. Click DONE.
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INSTALLATION DESTINATION RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

oo

Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation" button.
Local Standard Disks

223.51 GiB

EG

ATA CISCOVD
sda / 223.51 GIB free

Disks left unselected here will not be touched.

Specialized & Network Disks

Add a disk...

Disks left unselected here will not be touched.
Other Storage Options
Partitioning
Automatically configure partitioning. ®) | will configure partitioning.
B : -

Encryption
Encrypt my data.

Full disk summary and boot loader... 1 disk selected; 223.51 GiB capacity; 223.51 GIB free Refresh...

8. Click the + button to add manual configuration to install Red Hat Enterprise Linux 7.6. Enter /boot/efi as mount
point and 2048mb as Desired Capacity.
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ADD A NEW MOUNT POINT

More customization options are available
after creating the mount point below.

Mount Point: /boot/efi

Desired Capacity: = 2048mb

Cancel Add miunl point

9. Click the + button for the following mountpoint and desired capacity as shown below.

Table 10  Mount Point and Desired Capacity for RHEL Installation

Mountpoint Desired Capacity
/ooot/efi 2048mb
/boot 2048mb
Swap 2048mb
/

10. Verify the mount points and desired capacity. Click DONE.

180



Appendix

MANUAL PARTITIONING RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
i
~ New Red Hat Enterprise Linux 7.6 Installation rhel_rhel10-root
Mount Point: Device(s):
/boot 1953 MiB
sda2 /
/boot/efi A Zo
£ 1953 MiB Desired Capacity: ATA CISCO VD (sda)
Swap 1953.13 MiB
rhel..rhell0-swap
Device Type: Volume Group
LM v [ Encrypt rhel_rhell0 ) B free) w
File System: Modify...
xfs w.| [ Reformat —
Label: Name:
root
k
Note: The settings you make on this screen will not
+ - (c] be applied until you click on the main menu's 'Begin
(St gt i Installation” button.
AVAILABLE SPACE TOTAL SPACE
1566.5 KiB | 223.51 GiB
1 storage device selected Reset All

11. Click Accept Changes.

SUMMARY OF CHANGES
Your customizations will result in the following changes taking effect after you return to the main menu and begin installation:
Order Action Type Device Name  Mount point

1 Destroy Format Unknown sda

2 Create Format  partition table (GPT) sda

3 Create Device  partition sdal

4 Create Format  EFI System Partition  sdal /boot/efi

5 Create Device  partition sda2

6 Create Format  xfs sda2 /boot

7 Create De'*ce partition sda3

8 Create Format  physical volume (LVM) sda3

9 Create Device  lvmvg rhel_rhel10

10 Create Device  lvmlv rhel_rhel10-swap

11 Create Format  swap rhel_rhel10-swap

12 Create Device  lvmlv rhel_rhel10-root

Cancel & Return to Custom Partitioning Accept Changes

12. Click NETWORK & HOST NAME.
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INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
Bus Help!

LOCALIZATION
DATE & TIME KEYBOARD
Americas/Los Angeles timezone English (US)
E LANGUAGE SUPPORT
English (United States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Infrastructure Server
SYSTEM
6 INSTALLATION DESTINATION KDUMP
N Custom partitioning selected Kdump is enabled

SECURITY POLICY
No profile selected

Quit Begin [nstallation

13. Enter Host name, click Apply. Select Configure.

NETWORK & HOST NAME RED HAT EN

oo

Ethernet (enp63s0) =
L) St e o
&

Disconnected

Hardware Address 00:25:85:14:00:0A
Speed 40000 Mb/s
Subnet Mask 127.0.0.1

Configure...

Host name: rhell0.bda.cisco.local Apply Current host name: rhell0.bda.cisco local

14. Select IPv4 Settings, Enter IP Address, Netmask and Gateway. Click Save.
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NETWORK & HOST NAME RED HAT ENTERPRISE LINU

Editing enp63s0

Connection name: | enp63s0

General Ethermnet 802.1X Security DCB Proxy 1Pv4 Settings IPvE Settings
Method: | Manua -
Addresses
Addr Add
24
Delete
DNS servers:
search domains:
+ Require IPv4 addressing for this connection to complete
Routes...
+ -
Cancel Save
Host name:  rhell0.bda.cisco local Apply Current host name;

15. Click OFF to turn ON the network adapter. Click Done.

NETWORK & HOST NAME RED HAT ENTER

OFF

Configure...

rhell0.bda cisco local

Ethernet (enp63s| [ | Ethernet (enp63s0)

== Connected

Cisco Systems Inc VIC Ethernet NIC

Hardware Address 00:25:85:14:00:0A
Speed 40000 Mb/s
IP Address 10.4.1.60
Subnet Mask 255.255.255.0
Default Route 10.4.1.1
DNS

Host name:  rhell0 bdacisco local Apply Current host name:
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16. Click Begin Installation.

INSTALLATION SUMMARY RED HAT ENTERPRISE LINUX 7.6 INSTALLATION

B3 us Help!

LOCALIZATION

DATE & TIME KEYBOARD
Americas/Los Angeles timezone = English (US)
E LANGUAGE SUPPORT

English (United States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Infrastructure Server
INSTALLATION DESTINATION KDUMP
Custom partitioning selected Kdump is enabled
NETWORK & HOST NAME SECURITY POLICY
Wired (enp63s0) connected No profile selected

Quit

17. Click ROOT PASSWORD.
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CONFIGURATION RED HAT ENTERPRISE LINUX 7.6 INSTALLATION
us Help!

USER SETTINGS

- ROOT PASSWORD @  usercreaTioN
r\‘ntt Root password is not sl n No user will be created

f 1Y

™ Creating xfs on /dev/mapper/rhel-root

Access the Red Hat Customer Portal straight from your desktop.
APPLICATIONS > SYSTEM TOOLS > RED HAT ACCESS e

[HS

18. Enter Root Password. Click Done.

ROOT PASSWORD RED HAT ENTERPRISE LINUX 7.6 INSTA

==

The root account is used for administering the system. Enter a password for the root user
9 ys P

Root Password ssscsssnnee

Strong

Confirm sscssscncne

19. Reboot when the installation process completes.

Configure Data Drives on Name Node and Other Management Nodes

This section describes the steps needed to configure non-0S disk drives as RAID1 using the StorCli command. All
drives are part of a single RAID1 volume. This volume can be used for staging any client data to be loaded to
HDFS. This volume will not be used for HDFS data.

# To configure data drives on the Name node and other nodes, if the drive state displays as JBOD, creat-
ing RAID in the subsequent steps will fail with the error “The specified physical disk does not have the
appropriate attributes to complete the requested command.”

To configure data drive on the Name node and other management nodes, follow these steps:
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1. If the drive state shows up as JBOD, it can be converted into Unconfigured Good using Cisco UCSM or stor-
clie4 command. The following steps should be performed if the state is JBOD.

2. Get the enclosure id as follows:

ansible all -m shell -a "./storcli6d4 pdlist -a0 | grep Enc | grep -v 252 | awk
"{print $4}"' | sort | unig -c | awk '{print $2}'"

orcli6d pdlist -a0 | grep Enc | grep -v 252 | awk '(print $4)}' | sort | unig -e¢ | awk '(print §2}'"

# It has been observed that some earlier versions of storcli64 complains about the above mentioned
command as if it is deprecated. In this case, please use “. /storcli64 /c0O show all| awk
"{print $1}'| sed -n '/[0-9]1:[0-9]/p'lawk '{print substr($1,1,2)}'|sort -u”
command to determine enclosure id.

# With S3260, use -a0 and -a1 or c0 and c1 since there are two controller per node.

3. Convert to unconfigured good:

ansible datanodes -m command -a "./storcli64 /cO0 /e66 /sall set good force"

4. Verify status by running the following command:

# ansible datanodes -m command -a "./storcli6d /c0 /e66 /sall show"

5. Run this script as root user on rhelO1 to rhel3 to create the virtual drives for the management nodes:

#vi /root/raidl.sh

./storcli6d -cfgldadd
r1[($1:1,%$1:2,$1:3,$1:4,%$1:5,%1:6,$1:7,$1:8,%$1:9,%$1:10,$1:11,$1:12,$1:13,%$1:14,%1:15,
$1:16,$1:17,$1:18,%$1:19,%1:20,%1:21,5%1:22,$1:23,$1:24] wb ra nocachedbadbbu
strpsz1024 -al

# The script (above) requires enclosure ID as a parameter.

6. Run the following command to get enclosure id:

#./storcli6d pdlist -a0 | grep Enc | grep -v 252 | awk '{print $4}' | sort | unig -c
| awk '{print $2}'
#chmod 755 raidl.sh

7. Run MegaCli script:
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#./raidl.sh <EnclosureID> obtained by running the command above
WB: Write back

RA: Read Ahead

NoCachedBadBBU: Do not write cache when the BBU is bad.
Strpsz1024: Strip Size of 1024K

L The command (above) will not override any existing configuration. To clear and reconfigure existing
configurations refer to Embedded MegaRAID Software Users Guide available: www.broadcom.com.

8. Run the following command. State should change to Online:

ansible namenodes -m command -a "./storcli6d /c0 /e66 /sall show"

9. State can also be verified in UCSM as show below in Equipment>Rack-Mounts>Servers>Server # under In-
ventory/Storage/Disk tab:

-
=
A

Configure Data Drives on Data Nodes

To configure non-0OS disk drives as individual RAIDO volumes using StorCli command, follow this step. These
volumes will be used for HDFS Data.

1. Issue the following command from the admin node to create the virtual drives with individual RAID O configura-
tions on all the data nodes:

[root@rhel0l ~]# ansible datanodes -m command -a "./storcli64 -cfgeachdskraidO WB RA
direct NoCachedBadBBU strpsz1024 -aO"
rhel7.hdp3.cisco.local | SUCCESS | rc=0 >>
Adapter 0: Created VD O

Configured physical device at Encl-66:Slot-7.
Adapter 0: Created VD 1

Configured physical device at Encl-66:Slot-6.
Adapter 0: Created VD 2

Configured physical device at Encl-66:Slot-8.
Adapter 0: Created VD 3

Configured physical device at Encl-66:Slot-5.
Adapter 0: Created VD 4

Configured physical device at Encl-66:Slot-3.
Adapter 0: Created VD 5

Configured physical device at Encl-66:S5lot-4.
Adapter 0: Created VD 6

Configured physical device at Encl-66:Slot-1.
Adapter 0: Created VD 7
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Configured physical device at Encl-66:Slot-2.
...... Omitted Ouput
24 physical devices are Configured on adapter O.

Exit Code: 0x00

# The command (above) will not override existing configurations. To clear and reconfigure existing config-
urations, refer to the Embedded MegaRAID Software Users Guide available at www.broadcom.com.
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